
STRUCTURAL ANALYSIS AND MODELLING OF ALCOHOLISM AS A              

NON-COMMUNICABLE DISEASE  

 

 

 

 

BY 

GEORGE MWANGI MURIUKI 

 

 

A THESIS SUBMITTED TO THE SCHOOL OF SCIENCES AND AEROSPACE 

STUDIES, DEPARTMENT OF MATHEMATICS, PHYSICS & COMPUTING IN 

PARTIAL FULFILMENT OF THE REQUIREMENTS FOR THE AWARD                          

OF THE DEGREE OF DOCTOR OF PHILOSOPHY IN                                           

BIOSTATISTICS  

 

 

MOI UNIVERSITY 

 

2022 

 

  



ii 

 

 

 

DECLARATION 

Declaration by Candidate  

This thesis is my original work and has not been presented for a degree in any other 

University. No part of this thesis may be reproduced without the prior written 

permission of the author and/or Moi University. 

Signature:_________________________ Date_______________________ 

George Mwangi Muriuki    

DPS / PHD/ 008 / 016. 

 

Declaration by the Supervisors  

This thesis has been submitted with our approval as University supervisors:  

Signature:_________________________ Date_______________________ 

PROF. JOHN MUINDI MUTISO            

Department of Mathematics Physics and Computing 

School of Sciences and Aerospace Studies  

Moi University    

 

Signature:_________________________ Date_______________________ 

DR.  MATHEW. K .KOSGEI    

Department of Mathematics, Physics and Computing 

School of Sciences and Aerospace Studies  

Moi University 

  



iii 

 

 

 

DEDICATION 

To my son (Rafiq Amos Muriuki Mwangi) and daughter (Patience Wairimu) 

No eye has seen, no ear has heard what God has prepared for you. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



iv 

 

 

 

ACKNOWLEDGEMENTS 

First I thank God for granting me a truly life-changing experience while undertaking 

this PhD. Secondly, my most profound appreciation goes to my esteemed supervisors 

Dr Mathew Kosgei and Professor John Mutiso for their time, effort, and understanding 

in helping me succeed in my studies. Their vast wisdom and wealth of experience have 

inspired me throughout my studies. In addition, I am greatly indebted to Dr Mathew for 

his treasured technical assistance throughout my research. 

I’d like also to thank my PhD coursework lecturers, Prof Koske and Prof Kinyanjui for 

their advice, and my classmates; Andika, Beatrice, Beryl, Celestine, Hellen, Jemimah, 

Kiplimo, “Kijana”, Muthui and Toromo for encouragement and the time we spent 

together.  

I greatly appreciate Mr Cheburet, Ms Grace and Mr Warutere from the Ministry of 

Health, Morris from NACADA, the R-studio bloggers, bar operators, owners and all 

those rehabs, who generously and sincerely provided me with information that I needed.  

Words cannot express my gratitude to Prof L. Odongo and Mr Riungi,(former principal 

Gituamba Sec Sch) .  

I gratefully thank National Research Fund for the funding opportunity to undertake my 

research. Many thanks goes to Dr. Silver and entire Statistics department, Moi 

University for the support.  

I am indebted to Richard Songoro whose remark during the master’s program changed 

my academic trajectory. My deep appreciation go to Prudence for immense 

encouragement. In the end, I am grateful to my parents, siblings, friends and 

acquaintances who remembered me in their prayers for the ultimate success. You all 

made my academic journey memorable. 



v 

 

 

 

ABSTRACT 

Alcohol use has been part of many cultures globally for many years. However, 

alcoholism or alcohol use disorders was recognized in Kenya in 2014 as a disease as 

classified by World Health Organization. Alcoholism is one of the highest causes of 

global disease burden resulting from liver cirrhosis, road traffic accidents and several 

types of cancers. In Kenya alcoholism is a persistent health problem with harmful 

alcohol consumption, especially among young people (18-35 years), being on the rise 

in spite of stringent laws governing alcohol use. Existing models consider transmission 

of alcoholism through social interaction in addition prevalence and incidences of 

alcohol use and alcoholism in Kenya have mainly been determined using surveys. 

Models that address the progression stages of alcoholism, from susceptible through 

social drinking to alcoholism are lacking. This study sought to analyse structural 

relationship between risk factors and alcoholism and model alcoholism as a non-

communicable disease. The specific objectives were to: Analyse structural relationship 

between risk factors and alcoholism; model incubation period of alcoholism; evaluate 

parametric and non-parametric hazard of alcoholism and predict incidences of 

alcoholism. Method: Secondary data was sourced from the Ministry of Health.   

Structural Equation Modelling (SEM) was used to show structural relationship between 

alcoholism and the latent variables; to model incubation period of alcoholism 

Birnbaum-Saunders (B-S) distribution hinged on biological process of cumulative cell 

damage caused by excessive alcohol consumption was used; hazard of becoming 

alcoholic was determined non-parametrically using discrete-time hazard model and 

incidences of alcoholism were found using logistic regression and back-projection. 

Results: There was a significant relationship between alcoholism and the risk factors 

(gender, peer influence, age at onset, social-cultural, economic status, environmental 

settings, drinking habits and pattern, family and family attention and personality) 

(RMSEA =0.06; CFI =0.80; SRMR=0.06); B-S distribution (𝛼 =0.77 [CI: 0.68, 0.85] 

and 𝛽 = 6.13 [CI: 5.44, 6.83], R2 =0.94, was appropriate for modelling incubation 

period of alcoholism; the probability of becoming alcoholic increased from 0.31% 

when drinking once per week to 57% when drinking seven sessions a week, in addition 

the hazard of becoming alcoholic was higher for females than for males; The model 

was used to predict incidence of alcoholism between 2014 and September 2019. The 

predicted number of alcoholics (6632) do not differ significantly from the reported 

cases alcoholics (6631). In conclusion the analyses of the relationship between risk 

factors and alcoholism showed that risk of becoming alcoholic was affected differently 

by different risk factors with gender having the largest impact. Biophysical process of 

fatigue failure caused by cumulative cell damage yielded a model of alcoholism as a 

non-communicable disease. Recommendation: The study recommends initiatives for 

sensitization on impacts of alcohol use and early diagnosis of alcoholism to help initiate 

prevention policies.    
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DEFINITION OF TERMS 

Alcohol: Alcohol is “a colourless volatile liquid obtained by fermenting sugars and 

starches with yeast and is used as a solvent, skin cleaner, hardener, and as an 

intoxicating drink”, Youngson (1999). 

Alcoholic: An alcoholic is “a person who habitually consumes alcoholic drinks to 

excess or who is addicted to alcohol to the detriment of health. A person 

suffering from alcoholism”, Youngson (1999). 

Alcoholism:   Alcoholism is “(a) psychological dependence on alcohol with compulsive 

consumption of alcohol,   (b) damage to the stomach lining; liver, nervous 

system, heart or voluntary muscles caused by prolonged exposure to high 

blood levels of alcohol”. Also known as the ‘‘alcohol dependence syndrome,’ 

or “alcohol use disorder”. Both ICD 10 and DSM-IV differentiate harmful 

alcohol use or abuse and dependence respectively. In this thesis, the terms 

alcoholism and Alcohol Use Disorder (AUD) have been used 

interchangeably as generic term referring to both (a) or (b) or both, Youngson 

(1999). 

Incubation period. The incubation period is the time from pathogen exposure to the 

onset of symptoms, in relation to infectious diseases. Or time from exposure 

to development of symptomatic disease, in relation to non-communicable 

diseases. 

Susceptible. Those people who do not consume alcohol and have never consumed 

alcohol but are at risk of taking it. 

Social drinkers.   These are people who drink moderately (one who takes 4 to 14 drinks 

per week and no more than 2 at once) and have no problems associated with 

alcohol use. They include casual drinkers and are also known as moderate 

drinkers. 

Non-communicable diseases. These are health conditions or diseases which are “non-

infectious”. They are diseases that cannot be spread from one person to 

another. Also called non-transmissible diseases.  

Asymptomatic. Having no symptoms of illness or disease i.e. symptomless. 
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Event. The term “event” in event history analysis represents a change or transition from 

one state or condition of interest to another, Box-Steffensmeier & Jones, 

(2004). 

Onset. Beginning of regular intake of average amount of alcoholic beverages.   

A model is a statistical statement about the relations among variables. 

Fatigue. Fatigue is a process of progressive, localized, and structural change occurring 

in a material subject to conditions that produce fluctuating levels of stress 

and strain. Or fatigue is a cumulative damage process presented in materials 

subject to periodic and fluctuating stress levels during each duty cycle, 

ASTM (2013).  

Communicable disease. Means an illness due to a specific agent or its product that 

arises through transmission of that agent or its product from an infected 

person, animal, anthropoid or inanimate reservoir to a susceptible host, either 

directly or indirectly, through an intermediate plant or animal host, vector, or 

the inanimate environment.    

One unit of alcohol or a drink. One unit equals 10ml or 8g of pure alcohol, which is 

around the amount of alcohol the average adult can process in an hour. This 

means that within an hour there should be, in theory, little or no alcohol left 

in the blood of an adult, although this will vary from person to person. It is 

equivalent to: 

 A single measure of spirits (ABV 37.5%); half a pint of average-strength 

(4%) lager; two-thirds of a 125ml glass of average-strength (12%) wine; half 

a 175ml glass of average-strength (12%) wine; a third of a 250ml glass of 

average-strength (12%) wine.                      

One session of alcohol consumption. This was defined as a non-interrupted drinking 

of alcohol separated to the next session by at time of at least four hours.   Note    

 The half-life of alcohol is four to five hours. A half-life is how long it takes 

for your body to get rid of half of it. But you need about five half-lives to get 

rid of alcohol completely.  



xvi 

 

 

 

Chronic A chronic condition is a health condition or disease that is persistent or 

otherwise long-lasting in its effects or a disease that comes with time. The 

term chronic is often applied when the course of the disease lasts for more 

than three months. Wikipedia 

Disorder an abnormal physical or mental condition  (“Merriam-Webster”, n.d) 

https://www.merriam-webster.com/dictionary/disorder  

Disease.  Literally the lack of ease, or illness /suffering, Panda (2009). Or 

 A disease is a particular abnormal condition that negatively affects the 

structure or function of all or part of an organism, and that is not immediately 

due to any external injury. Diseases are often known to be medical conditions 

that are associated with specific signs and symptoms. Wikipedia 

Risk factor. This is a measurable characterization or variable of each subject that 

significantly predicts whether an individual will develop a disorder or 

disease. Donovan, (2004).   

Risk period is the period when one is exposed to a certain risk of a particular event. 

e.g. only persons who are drinking can experience alcoholism. Thus they are 

at risk 

The hazard rate  is the frequency at which the event of interest occurs per unit of time, 

given that it hasn't yet happened  

States. These are the categories of the `dependent' variable and one can only be in one 

state at any given time. For example either alcoholic or not 
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CHAPTER ONE:  INTRODUCTION 

1.0 Introduction  

This chapter contains background of the study, problem statement, rationale of the 

study, study objectives, significance and limitations of the study. 

1.1 Background Information 

Globally, alcohol consumption is well entrenched in the social fabric of many adult 

populations, virtually constituting a behavioural norm. Alcohol is readily available and 

mostly cheap and its use in Kenya is legal under the Alcoholic drinks control Act. 

Sustained alcohol consumption is a brain-centred addictive behavioural disorder that 

transcends all boundaries of gender, race, age and economic strata leading to alcohol 

dependency in some people, (Bloom et al., 2011; Rehm et al., 2012; WHO, 2014).   

Recent studies give overwhelming evidence that the increase in the risk of alcohol-

related harm, mainly in a dose-dependent manner, results from a combination of 

frequency of drinking and amount drunk per incident  and the volume of lifetime 

alcohol use (Rehm et al., 2010a; WHO Regional Office for Europe, 2009) confirming 

that  higher alcohol consumption causes the greater risk. 

In Kenya, which is a developing country with a relatively young population, alcoholism 

is on the rise in spite of stringent laws by both the central and county governments on 

sale and consumption of alcohol. Alcoholism pose a serious and persistent health 

problem with harmful alcohol consumption, especially by the persons aged between 15 

and 35 years, (Baridi, 2014).  In 2020, at height of the Coronavirus pandemic local 

dailies published several articles on the Kenyan drinking culture especially the fact that 

a large number of alcohol users were having a challenge in observing the Ministry of 

Health guidelines regarding alcohol use. In April 24 2020, The Nairobian carried a 
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heading “Kenya is a drinking Nation”. It was noted that Nairobi city has more bars than 

New York City, (Odongo, 2020).   Normally, majority of Kenyans drink from bars, 

clubs, wines and spirits shops, and a few from home (Mahugu, n.d.) with addicted ones 

taking it shortly after waking up before engaging in any productive activity.  

People get initiated into alcohol use for different reasons. They are (un)aware of the 

risk in the adventure. Many persons who take their first alcoholic drink at an early age 

(before 14 years) have a high chance of becoming alcoholic within 10 years of inception 

(Hingson et al. (2006). (DeWit et al., 2000 and Gómez et al., 2011) noted that onset of 

alcohol use between ages 11–14 greatly increases the risk of development of alcohol 

use disorders. 

Alcohol use is one of the highest risk factors for disease and disability, after childhood 

underweight and unsafe sex. It contributes to traumatic outcomes that kill or disable 

people at a relatively young age, resulting in the loss of many years of life to death and 

disability and causing approximately 4.5% of the global burden of disease and injury, 

(Bloom et al., 2011; Rehm & Sempos, 1995; White& Gasperin, 2006; WHO, 2014; 

Wilson et al., 2004; Wilson et al. 2010). 

Alcohol consumption is a causal factor in more than 60 major types of diseases, 

conditions  and injuries such as; cardiovascular diseases, cancers, lung diseases, 

gastrointestinal conditions, mental and behavioural disorders,  reproductive disorders , 

immunological disorders pre-natal harm, low birth weight, skeletal and muscular 

diseases, Anderson & Baumberg (2006).  This results in approximately 2.5 million 

deaths globally each year. This number is predicted to rise especially in developing 

countries.  
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Alcohol abuse is a serious condition which results in severe negative consequences for 

addicts, their friends and families, and the community at large. Heavy drinking also 

significantly increases morbidity and mortality from infectious diseases. Alcoholism 

takes different forms with researchers suggesting that different subtypes of alcoholism 

may have different aetiologies, Cloninger et al. (1996); Zucker et al. (1996).  

The term alcoholism was first coined in 1849 by Magnus Huss (Baridi, 2014). 

Historically alcoholism was considered a sin, a moral failing, a character defect, and 

only recently as a disease, it also is one of most misunderstood illnesses (Gordis, 1997). 

There are two views on alcoholism; one that considers alcoholism as an independent 

disease as defined comprehensively by (Youngson, 1999) and the other views it as a 

symptom of an underlying disorder. WHO (2016), contains ICD-10 guidelines on 

disease categorization. Alcoholism spans several non-communicable diseases 

categories such as F10-F19 which covers mental/psychological symptoms among 

others (containing conditions resulting 100% from alcohol use, i.e. AAF = 100%). 

These categories have been summarised in Appendix A.    

Non-communicable diseases (NCDs) are a major health problem of this century. World 

over NCDs have imposed enormous individual and social burden that will even increase 

in the coming decades, Brinks and Landwehr (2014). Mortality and morbidity arising 

from non-communicable diseases also called silent killer are on the rise, (Bradshaw et 

al., 2011; WHO, 2002). Main cause of NCDs includes environmental, nutritional 

deficiencies, lifestyle choices and genetic inheritance. Alcohol use being a lifestyle 

choice. 

Alcohol (the active ingredient in alcoholic drinks) is a colourless liquid with chemical 

formula CH3CH2OH. It is also known as ethanol or ethyl alcohol and is produced by 
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brewing, distillation and fermentation. Once taken, alcohol is rapidly absorbed along 

the entire gastrointestinal tract by passive diffusion without involving an active 

transport system and then distributed to all body organs especially those rich in oxygen 

such as brain, heart and lungs. Physical, psychological, and biological factors such as 

concentration, nature of alcoholic beverage, stomach contents and duration of drinking 

session interact with individual’s gender, Body Mass Index (BMI), age, body water and 

personal habits to influence rate of alcohol absorption, (Dubowski, 1985; Alac, 2012). 

Body treats alcohol as poison triggering an elimination process immediately after 

absorption through metabolism mostly in the liver. 

By exploring the issues surrounding alcoholism, readers will understand better, why, 

despite thousands of years of involvement with alcoholic beverages, alcohol related 

problems continue to plague human society (Pal & Ray, 2016).  

1.1.1 The structural relationship between alcoholism and its risk factors 

Issues of alcoholism are often complex and multidimensional in nature. The biological 

mechanisms underlying alcoholism are not clearly identifiable, however physiological 

factors such as heart rate, BMI and demographic variables such as sex, age and factors 

associated with lifestyle such as smoking history, dietary habits are known to affect 

time to alcoholism of a social drinker (Collett, 1994).  

Since not everyone who consumes alcohol becomes alcoholic, then it means that there 

is a combination of factors that triggers the acquisition of this disorder. The factors that 

make some individuals become alcoholic and others not despite consuming large 

quantities of alcohol for a long period of time continue to intrigue researchers. These 

factors cannot be directly measured since alcoholism is a latent disorder in which only 

symptoms of the disorder are manifest either physically or psychologically. Forming 
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mathematical models to show structural relationships require a method that tests 

whether the conceptualized model fits the data and at the same time accounts for the 

latency property of alcoholism. One of the model that has these qualities is Structural 

Equation Modelling (SEM). 

SEM is a statistical approach for testing hypothesis about the relationships among 

observed and latent variables (Hoyle, 1995). As a quantitative, second generation 

multivariate statistical analysis method, SEM combines the benefits of path analysis, 

factor analysis and multiple regression analysis. 

SEM being a technique for investigating relationships between latent (unobserved) 

variables or constructs that are measured by manifest (observed) variables or indicators 

requires the separation of variables into two classes: observed and latent variables. 

Structural model assesses the direction and strength of the relationship between 

endogenous and exogenous variables. In model specification statements about a set of 

variables are formulated and then a diagram or pictorial representation of the model is 

transformed into equations which are then solved simultaneously to estimate 

parameters and test model fit. 

The most important reason for rising use of this statistical technique is because direct 

and indirect relationships among causal variables can be assessed with a single model 

(Meydan & Şen, 2011).  Its ability to take into account measurement errors and the 

relationships between errors in the observed variables minimize measurement errors 

(Civelek, 2018).  

There are several research studies seeking relationship between alcohol use and its risk 

factors that have applied SEM.   
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1.1.2 Incubation period of alcoholism.  

Alcoholism is a chronic disease with long duration and slow progression characterised 

by physical and or psychological dependence on alcohol (Nacoa, (n.d).). It has all 

characteristics of a non-communicable disease such as: complex aetiology, multiple 

risk factors, has non-contagious origin, is not communicable; causes premature 

morbidity, dysfunction and reduced quality of life (leads to functional impairment or 

disability) and usually develops and progresses over long periods (has a prolonged 

course of illness),  WHO (2011). Once manifested there is usually a protracted period 

of impaired health. In addition it has long latency period and is often initially insidious  

Alcohol is metabolised first to acetaldehyde (highly toxic substance), which is then 

broken down to less toxic compounds. If one drinks alcohol at a rate faster than that of 

alcohol oxidation then, the amount of alcohol in the blood or Blood Alcohol 

Concentration (BAC) keeps on rising up. High levels of alcohol in the blood cause 

cellular and finally organ damage, especially to the organs involved in the digestion 

process (such as liver) and the nervous system, (Gmel & Rehm, 2003; Rehm et al., 

2003a and WHO, 2011). 

Gradual cell damage resulting from regular/sustained alcohol consumption has been 

illustrated by Frazier et al. (2011); Gao & Bataller (2011); Ma & Brunt (2012) among 

others. This ultimately leads to weakened organs or functional impairment.  

Regular drinking changes the chemistry of the brain, especially 

depletion of the neurotransmitter serotonin. This leads to the cyclical 

process of drinking to relieve depression, becoming more depressed 

as levels of serotonin become more depleted, thus needing more 

alcohol to medicate the depression. (Cornah, 2006, p. 7). 

Ultimately a social drinker may start showing signs of alcoholism. The duration 

between initiation to alcohol consumption and onset of symptoms is the incubation 
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period and varies between individuals. It was modelled using life distribution based on 

theoretical and empirical justifications.  

1.1.3 The hazard of becoming alcoholic 

To reduce risks associated with excessive/harmful alcohol use it is necessary to know 

which combination of explanatory variables affect the hazard of becoming alcoholic.  

 Hazard rate, is perhaps the most popular representative in modelling and analysis of 

lifetime data because of its intuitive interpretation as a risk by a unit to fail at age x. 

According to Rinne (2014), the hazard rate is more informative about the underlying 

failure mechanism than other representatives of lifetime distribution. Hence it is the 

dominant method used in summarizing survival data. Besides, hazard is a ‘single 

failure’ system of the complete intensity function. Being a special case of intensity 

function for non-homogeneous Poisson process, hazard rate models occurrence of only 

the first event say onset of alcohol consumption (Rinne, 2014). Hazard rate measures 

propensity to fail. For a susceptible it measures propensity of starting to drink, while 

for a social drinker the propensity to become alcoholic. Hazard rate can be calculated 

using parametric and/or non-parametric methods. 

Parametric methods assume that the time until an event occurs can be modelled by 

specific distribution for example Weibull distribution, Allison (1984). Nonparametric 

methods make very few assumptions if any about the distribution of an event time.  

Both methods can estimate the effects of covariates on hazard rates, Danelia (2011). 

Semi-parametric methods which combine both parametric and non-parametric 

properties (such as Cox-proportional hazards regression models) also exist. In this 

study, hazard rate was parametrically determined using Birnbaum-Saunders 

distribution and non-parametrically estimated using event history analysis.   
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Term survival analysis is used mostly in biomedical studies with event history analysis 

being used in social sciences where the phenomenon of interest is time-to-event or a 

duration, and/or the response is the occurrence of a discrete event in time. 

Event history analysis is used to study the duration until the occurrence of the event of 

interest, where the duration is measured from the time at which an individual becomes 

exposed to the ‘risk’ of experiencing the event. Event history is also known as survival 

analysis, duration analysis or hazard modelling, failure-time models, reliability models. 

The name survival analysis or event history analysis emanates from studying how long 

subjects in a study survive under different circumstances, Allison (1984).  

The implicit interest in event history analysis is survival and risk as something persists 

(in our case surviving as a social drinker). “Event history methods permit researchers 

to make claims not just about the factors that precipitate the risk but also, how 

differences are related to this risk” (Box-Steffensmeier & Jones, 2004, p4). At a 

minimum, event history data contain information on when the units begun the process 

under study and information on the timing of the event’s occurrence (if an event is 

observed within the span of the observation plan).  Hence, event history is a longitudinal 

record of the timing of the occurrence of one or more types of event. The hazard 

function is also used to estimate the survival function. 

1.1.4 Projections of alcoholism incidences. 

Back calculation has been a popular statistical approach in predicting the future of 

AIDS epidemic. It is used to reconstruct the historical infection rates which generated 

the observed pattern of diagnoses.  Back-calculation method was proposed first by 

Brookmeyer and Gail, (1988). Later, Gail & Brookmeyer (1989) made projections on 

incidences of AIDS using this method. In back-calculation methodology, distribution 
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of incubation period is assumed to be exactly known (Ravanan & Venkatesan, 2008). 

Like the study of AIDS (which lack data on infection), study of alcoholism face the 

problem of availability of accurate data regarding onset of the alcohol drinking habit.   

Back-calculation method has undergone several modifications and development over 

the years to make it applicable in many different situations. However, it has strengths 

as well as weaknesses. It has not been extensively used in modelling of NCDs.  

Brinks & Landwehr (2014, p.62) noted that “Despite the importance of NCDs, 

mathematical models for the dynamics of NCDs are rarely examined. This is in contrast 

to infectious diseases with a variety of modelling approaches”. This study sought to 

introduce the concept of incubation period of alcoholism in modelling alcoholism as a 

non-communicable disease. Effect of alcohol on cells during alcohol metabolism was 

applied to model time from onset of alcohol taking to diagnosis with alcoholism. Social 

interaction (the back-bone of deterministic model of alcoholism) was incorporated as 

one of the factors leading to alcoholism.  

1.2 Problem Statement  

In Kenya, alcohol has become alarmingly the most routinely used and misused 

substance among both adults and minors in the contemporary society and its socio-

economic impact is devastating and on the rise, especially in the young persons (18-35 

years), in spite of stringent laws governing sale and use of alcohol. The risk factors 

strongly linked to alcohol use and alcoholism have been studied disjointedly resulting 

in different structural models being proposed.  In addition, existing mathematical 

models of alcoholism are deterministic and assume alcoholism is infectious in order to 

model the system where the alcoholics ‘infect’ those who are not drinking or 

‘susceptibles’..  Models that address the effects of alcohol on the body of the drinker in 
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order to show the progression to alcoholism from susceptible state through social 

drinking state are lacking. This study sought to undertake structural analysis of 

alcoholism and its risk factors and also model alcoholism as a non-communicable 

disease by applying the biophysical effect of alcohol on the body of the consumer which 

cause cumulative cell damage as alcohol use progress from initiation to alcoholism.  

1.3 Rationale of the study    

Non-communicable diseases have not been modelled adequately as has been the case 

for communicable diseases. The effects of NCDs arising mostly from lifestyle choices 

such as alcohol use are insidious and chronic. Indeed, use of alcohol and drugs 

continues to In Kenya, just like in many developing countries the emerging pattern of 

alcohol consumption especially among youth, is worrying due to its negative health and 

socio-economic impact. Prevailing challenges such as unemployment, neglect, 

violence, sexual abuse and poor academic performance (NACADA, 2012) have made 

young people to use alcohol abuse (which leads to alcoholism) coping strategy. By 

comprehensively investigating risk factors associated with alcoholism using SEM 

model, modelling incubation period of alcoholism and establishing the hazard of 

becoming alcoholic then, we will understand better the process of progression to 

alcoholism.  

Developing a mathematical model by taking biophysical process that generated the 

disease into account, can yield more plausible explanation and interpretation than just 

fitting model to data. With information on progression to alcoholism sound strategies 

to arrest the rising alcoholism trend can be put in place and their effects evaluated. 

Besides models for projecting alcoholism incidences will be vital in planning for 

resource allocation in the wider health sector.  
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1.4 Research Objectives. 

1.4.1 General objective 

To undertake structural analysis of risk factors of alcoholism and model alcoholism as 

a non-communicable disease.  

 1.4.2 Specific objectives of the study 

1) To analyse the structural relationship between alcoholism and its risk factors.  

2) To model incubation period of alcoholism based on frequency of alcohol intake.  

3) To evaluate parametrically and non-parametrically the hazard of becoming 

alcoholic  

4) To apply incubation period model in projecting incidences of alcoholism. 

1.5 Significance of the Study  

The determination of incidences of alcoholism especially in Kenya have mainly been 

survey based. These surveys focus mostly on prevalence of alcohol consumption. 

NACADA and recently the Ministry of Health have had renewed interest in establishing 

the state of alcoholism in the wake of the numerous reported cases of deaths related to 

alcohol use. The aim is to predict the number of alcoholics in the future in order to 

guide in policy making on health care systems.  

This study added to the existing methods of determining incidences through 

mathematical model to describe the progression of alcoholism as non-infectious 

disease. This produced both socio-economic and academic benefits. Models of 

alcoholism help to understand the nature of the disease in order to mitigate its social 

and economic burden. For example modelling of risk of becoming alcoholic was critical 

in quantifying the danger alcoholics face as the frequency of alcohol taking increases.  

Besides the gender factor in alcoholism can shed more light from a statistical viewpoint 



12 

 

 

 

thereby confirming the need to design gender sensitive alcoholism prevention 

programs. The consumer armed with information on the damage long-term alcohol use 

could weigh it against any perceived benefit of alcohol use such as the immediate felling 

of relaxation and then make a rational decision regarding responsible alcohol use.  

Analysis of risk factors elicits information about which factors are significant hence it 

can serve as a guide for designing factor based preventive programs.  

Ultimately the academia was also to benefit through: innovation in using B-S model in 

alcohol studies where it hasn’t been applied before, introduction of concept of 

incubation period in alcoholism, study of alcoholism as a non-infectious disease and 

application of back-calculation method in alcoholism.  

1.6 Limitations of the Study 

Like any retrospective study, the study of alcoholism face certain challenges which 

include: Recall error and social desirability since dates of onset of alcohol use 

(exposure), diagnosis with alcoholism and amount drunk were determined 

retrospectively hence problems associated with recall are bound to arise. The 

underlying risk ratios based on recalled information may be underestimated because of 

their strong reliance on memory; presence of under-reporting, delayed reporting and 

under-diagnosis affect the most recent alcoholism data series may undermine estimates 

obtained using back-calculation. 

In addition lack of uniformity in terms of volume and alcohol content in the packages. 

Many alcoholic brands sold in the market differ in concentrations and volume. The 

frequency of drinking per week and other behaviours in an individual may vary with 

time. Also patterns of drinking, in particular heavy episodic drinking may be irregular.  

This study assumed that frequency of drinking per week did not change with time.  
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CHAPTER TWO: LITERATURE REVIEW 

2.0 Introduction  

In this chapter the structural relationship between alcoholism and its risk factors, SEM 

conceptual model and risk factors of alcoholism, models of incubation period of 

alcoholism, evidence of cumulative damage and the Birnbaum-Saunders distribution, 

modelling the factors associated with alcoholism, how the risk factors influence the 

likelihood of alcoholism, hazard rate of alcoholism, hazard function, proportional 

hazards model in alcoholism, parametric and non-parametric hazard rate of becoming 

alcoholic, event history analysis, discrete-time models, risk and projecting incidences 

of alcoholism using back-calculation method were discussed.  

2.1 The Structural relationship between alcoholism and its risk factors  

The use of Structural Equation Modelling (SEM) has increased in many research fields 

such as psychology, sociology, education, and economics since its conception by 

geneticist Sewall Wright in 1918 (Raykov & Marcoulides, 2006). The structural 

equation model is a tool for analysing multivariate data.  It goes beyond ordinary 

regression models to incorporate multiple independent and dependent variables in 

addition hypothetical latent constructs that clusters of observed variables might take, 

making it quite appropriate for theory testing (Bagozzi (1980); Savalei & Bentler (n.d)). 

Its popularity in social and behavioural sciences has grown tremendously (MacCallum 

& Austin, 2000). Raykov & Marcoulides (2006) singled out four SEM models found in 

the literature. A review of development of SEM in research is available in Khine (2013). 

SEM being a technique for investigating relationships between latent (unobserved) 

variables and constructs that are measured by manifest (observed) variables or 

indicators requires the separation of variables into two classes: observed and latent 

variables, Kline (2011). SEM involve multi-equation regression models that are 
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multivariate in nature (Fox, 2002). Estimation of relationship between observed and 

latent variables involves a measurement model while structural model assesses the 

direction and strength of the relationship between endogenous and exogenous variables.  

Three characteristics of SEM are:  

A comprehensive statistical approach to testing hypotheses about 

relations among observed and latent variables (Hoyle, 1995); a 

methodology for representing, estimating, and testing a theoretical 

network of (mostly) linear relations between variables (Rigdon, 1998) 

and it tests hypothesized patterns of directional and non-directional 

relationships among a set of observed (measured) and unobserved 

(latent) variables (MacCallum & Austin, 2000)”, (Suhr, 2006, p.1).  

Study of alcoholism and alcohol use concepts using SEM has been on for some years 

now. Cooper (1994) utilized SEM to validate a four-factor model on motivation of 

alcohol use among adolescents in one of the earliest studies applying SEM in study of 

alcoholism. Chen et al., (2005) evaluated what makes an alcohol advert attractive using 

SEM. Stamm (2007) applied SEM in testing the relationship between risk taking, 

injuries, alcohol expectancies, alcohol consequences and alcohol use.  Maitso et al., 

(2008) used SEM to investigate the factors mediating association between first year 

following alcohol treatment admission and longer term functioning from alcohol use. 

Green, Polen & Perrin (2009), assessed effect of gender on alcohol use, health and 

social effects of alcohol use using SEM. Fergusson et al., (2009) applied SEM to test 

the causal link between alcohol abuse or dependence (AAD) and major depression. 

Nees et al., (2012) used SEM to study the determinant of early alcohol use in healthy 

adolescents. They found that reward-related brain activation is likely to fuel addiction 

more than initiation into early alcohol taking. Moallem et al., (2013) using SEM 

approach found that greater severity of alcohol use disorder was associated with greater 

alcohol use.  
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Recently Kessels & Erreygers (2016) proposed a flexible SEM in study socioeconomic 

inequality of health. Sznitman & Engel-Yeger (2017), using SEM found that 

unstructured socializing mediated sensation seeking in adolescent drinking.   Li et al. 

(2017) applied latent structural equation model. SEM was used in identifying risk 

factors of diabetes by Tripathy et al. (2018) where alcohol use was found to have 

indirect effect. Kuhn et al., (2019) used SEM to study early brain predictors of 

development of drinking behaviour between 14 and 19 years. Delgado-Lobete et al., 

(2020) using SEM, found that alcohol had a mediating effect in university students’ 

tobacco smoking and illegal drug consumption behaviour.  

The minimum sample size that must be used in the structural equation modelling 

method is at least 10 times the number of parameters that can be estimated in the model 

(Jayaram, Kannan, & Tan, 2004). Some researchers suggest that the sample size for 

Structural Equation Models should be 200-500, (Celik & Yılmaz, 2013).  

Mahugu (n.d) found that in Kenya, 77.4% of alcoholics bought alcoholic beverages 

from bars while 11.4% bought it from wine and spirits shops and 8.6% bought from 

traditional brew sites. This information was pivotal in designing sample scheme.  

Modelling of alcoholism using SEM has not been exhaustively studied.  

2.1.1 The SEM Conceptualised Model and Risk factors of alcoholism 

SEM accounts for variation and covariation of measured variables. It requires formal 

specification of model to be estimated and tested. In model specification researchers 

support hypothesis with theory or research then specify relations a priori while placing 

very few limitations on types of relations (Suhr, 2006). The main goal on SEM is to 

explain variance among set of variables and understand the associated pattern of 

correlation/covariance in the specified model 
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Kraemer, Kazdin, & Offord, et al. (1997, p. 338) noted that; 

Risk factor is a measurable characterization of each subject in a 

specified population that precedes the outcome of interest and which 

can be used to divide the population into two groups (the high-risk and 

the low-risk groups that comprise the total population) 

People initiate alcohol use for different reasons. Pettigrew & Donovan (2003) opined 

that reasons for continuing to drink may include factors that triggered initiation. ICAP 

(2009) proposed four broad domains namely genetic predisposition, individual 

characteristics, social economic factors and environmental determinants.  Social 

marginalisation and economic deprivation modify the relationship between drinking 

and problems associated with alcohol. 

Multiple individual characteristics such as age at onset of alcohol drinking, current age, 

personality traits, physical and mental health status influence the development of 

alcohol consumption patterns. For example, Hingson et al., (2006) found that many 

persons who take their first alcoholic drink at an early age (before 14 years) have a high 

chance of becoming alcoholic within 10 years of inception. This position is also 

supported by DeWit et al. (2000) and Gómez et al. (2011) who noted that onset of 

alcohol use between ages 11–14 greatly increases the risk of development of alcohol 

use disorders. 

 The combination of factors that make some individuals become alcoholic and others 

not despite consuming large quantities of alcohol for years is unknown.  “Risk factor is 

a variable that significantly predicts whether an individual will develop a disorder or 

disease” (Donovan, 2004, p. 2). Donovan (1977) suggested that the best predictor of 

abstention or moderate drinking or regular excess drinking was the number and 

intensity of factors surrounding an individual or group of persons. Thus misuse depends 

on either more of these factors co-occurring or occurring at a higher intensity.  
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Research on these factors have mostly been disjointed in that many authors discuss an 

individual factor or a few factors at a given time and leave the others out.   For example, 

Schuckit (2002) noted that there is solid evidence of impact of genes on alcoholism. 

Genetic factors may affect alcoholism on their own or combination with other 

genetically influenced characteristics and often interact with the environmental forces. 

Risk factors pertinent to an individual are: low self-esteem, aggressive and impulsive 

behaviour, poor decision making skills and anger management. At community level 

protective factors include; the participation in making healthy decisions, involvement 

in community activities, strong sense of religiosity, positive peer relationships and lack 

of peer approval to alcohol use. While at the family level, protective factors include 

high levels of family connectedness and family support, opportunities for positive 

involvement and empowerment as well as a sense of belonging, which promotes healthy 

decision-making among youth and reduces negative externalized behaviours. Nacoa 

(n.d) found that “A complex mixture of genetic and environmental factors influences 

the risk of the development of alcoholism”, (p.4). 

The larger environment in which drinking occurs significantly affect the patterns and 

outcome of alcohol consumption. Individual influences cannot be separated from other 

factors, besides the interactions among different factors are complex (ICAP, 2009).  

Models linking alcoholism with risk factors were conceptualised as being multi-level.  

For example models by Hassan (2013) and ICAP (2009). These conceptualised models 

were proposed without invoking SEM as seen in the discussions below.  

“Lecture 1” (n.d), discusses six-level model of alcoholism where cell was at the lowest 

level and society (where regulations, organisation and social norms plays the key role) 

at the highest. Other intermediate levels in order are: organ considering its ability to 
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metabolize ethanol, the person where the concern is the genetic susceptibility to 

addiction, family with risk being alcohol abuse at home and neighbourhood where 

availability of bars is the risk. Interaction between different levels forms a complex 

matrix.  Example family members share unobserved family effect, such as genes, diets, 

culture, and other unmeasured factors.  See Figure G2 in appendix G.   

ICAP (2009) grouped risk factors into four broad domains namely; genetic 

predisposition, individual characteristics, social economic factors and environmental 

determinants and presented a complex multilevel model shown in Figure G3 in 

appendix G. They noted that “Research often focuses on these factors one by one; 

however, their influence is complex and interrelated, and effects cannot easily be 

disaggregated. Substantial interdisciplinary research is needed to understand better, 

how different determinants interact” (ICAP, 2009, p. 2).  

Hassan (2013) conceptualised a multilevel model for factors related to alcohol use by 

university students. He suggested that risk of alcohol dependence involves, equally, the 

environmental and genetic factors, coupled by significant interaction between them. It 

is represented by Figure G1 in the appendix G.  

2.1.2 How the risk factors influence the likelihood of alcoholism 

Recent research into the causes of alcoholism emphasizes study of links between 

biological and psychosocial variables rather than studying each in isolation. Individual 

characteristics of alcohol consumers such as age, physical and mental health status, 

stress, and beliefs and expectancies regarding alcohol taking influence the development 

of drinking patterns.  

There is no single, simple explanation for why some individuals develop problems with 

alcohol. One of the central findings of the large body of research that has examined the 
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psychosocial causes, or aetiology, of alcohol use is that there are multiple pathways to 

behaviour that involves alcohol consumption (Cloninger et al. 1996; Sher et al. 1997; 

Zucker et al. 1994).  Multiple biological and psychosocial factors mutually influence 

each other in causing alcohol abuse; it would be incorrect to view psychosocial causes 

as either independent from, or competing with, biological causes, ICAP (2009).  Rather, 

alcohol use and alcoholism are best viewed as end products of a combination of 

biopsychosocial influences, “Chapter 3” (2000). White & Jackson (2004) claimed 

socio-demographic characteristics or predictors of alcoholism include race or ethnicity, 

gender, marital status and parenthood, college status and employment.  

In study of adolescent risk factor for adult alcohol use and abuse Merline et al. (2008), 

found that “many adolescent individual and contextual characteristics remain important 

predictors of adult alcohol use and abuse, and their predictive impact varies as a 

function of age and type of alcohol outcome”, (p.1). Many risk factors of alcoholism  

are related to drug use (gender, parental attention, socioeconomic status, etc.) perhaps 

due to exposure to opportunities of taking drugs they create, Danelia, (2011). 

Rozin & Zagonel (2012) in a review of 21 articles published between 2000 and 2009 

found evidence to show that alcohol initiation occurs mostly between 14 and 16 years. 

Cox (2007) applied multi-level regression analysis to study factors associated with the 

age of first use of various substances.  Grant & Dawson (1997) determined the odds of 

alcohol abuse as a function of the age at onset of alcohol use. They found that age at 

onset of alcohol use is a strong predictor of lifetime alcohol dependence and abuse. 

Moffitt, (1993); Sampson & Laub, (2003) found that initiation of early alcohol use in 

adolescence leads to a greater risk of health-related diseases and disorders.  Pettigrew 

& Donovan (2003) opined that reasons for continuing to drink may include factors that 

triggered initiation.  
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DeWit et al. (2000) while investigating age at first alcohol use as a risk factor for 

development of alcohol use disorders found that use of alcohol in early teenage (age 

11-14) greatly increases the risk of development of alcohol disorders and related 

problems later in life. Gómez et al., (2011), confirmed the earlier findings by DeWit et 

al., (2000), that early use of alcohol heightened the probability of having alcohol 

problems in adulthood.  

Schaaf & Scragg (n.d) identified risk factors for alcohol drinking as demographic, 

attitudes, lifestyle and feelings. Almasy (2003) while attempting to quantify risk factors 

as indices of alcoholism, noted that alcohol dependence is a complex disorder involving 

interaction of numerous genes with one another and with the environmental, cultural 

and social factors. Mordey, (2015) identified combination of biological factors such as 

genetics, mental illness and gender and environmental risks and influence such as home 

and family, age, peer pressure and stress as the main cause of alcohol addiction. Risk 

factors for dependency are: early onset of use, use by family member, media influence, 

and troubled relationship with parents, sexual abuse, domestic violence, low self-

esteem, curiosity and peer pressure.  

Pettigrew & Donovan (2003) opined that reasons for continuing to drink may include 

factors that triggered initiation with desire for relaxation, assertiveness and self-

confidence, enhanced sexuality, the camaraderie, fun and enjoyment, facilitation of 

social interaction particularly with opposite sex being the key. Other notable social 

factors include; boredom or lack of things to do (worsened by) unemployment or 

underemployment, lack of recreational facilities or sporting activities, drinking simply 

becoming a way of life within peer or family groups. Crundall (1995) provides an 

overview of the large number of studies on the predictors and factors associated with 

onset of alcohol consumption. Donovan (1977) opines that the same factors that 
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facilitate trial, do propel ongoing consumption and also encourage excess drinking 

(“problem” drinking).  

Danelia (2011) compared linear regression, logistic regression and discrete time hazard 

models in modelling alcohol initiation. By extending the work of Cox (2007) she 

addressed issue of early onset of alcohol taking and identified gender, SES, family 

attention, externalizing behaviour and age of first opportunity of using alcohol as 

factors affecting the onset of alcohol taking. 

Different factors may influence different aspects of drinking, such as initial 

experimentation, later maintenance of regular drinking, and/or the decision to stop 

drinking.  Not only is alcohol use different from alcoholism, but alcoholism itself takes 

different forms; researchers have suggested that different subtypes of alcoholism may 

have different aetiologies (Cloninger et al., 1996; Zucker et al., 1996).   

The influence of each factor or group of factors on the combinations predisposes one 

individual to alcoholism and protects another from the same.  For example, interaction 

between genetics and other factors, particularly social and economic variables such as 

poverty, malnutrition, health status, and drinking culture, influences the likelihood of 

development of positive (protective effect on the heart) or negative outcomes such as 

alcoholism 

These factors interact in a manner that either enhances positive effects of alcohol 

consumption or they reinforce the negative outcomes. A good example is the way 

effects of genetic predisposition are modified by social and economic variables in 

shaping drinking patterns and outcomes. Multiple individual characteristics such as age 

at onset of alcohol drinking, current age, personality traits, physical and mental health 

status influence the development of alcohol consumption patterns. Social 
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marginalisation and economic deprivation modify the relationship between drinking 

and problems associated with alcohol.  

As seen above risk factors have been analysed in varying combinations. Issues of 

alcoholism are often multidimensional and complex in nature. Researchers face the 

challenge of explaining diverse alcohol-related behaviour ranging from simple alcohol 

experimentation to severe alcohol dependence.   

To establish the relative importance of the risk factors of alcoholism SEM was used 

owing to its advantages. Based on three models discussed in section 2.1.1 two 

conceptual diagrammatic models of alcoholism given in Figures 3.1 and 3.2 were 

formed and analysed using SEM. 

2.2 Models of incubation period of alcoholism 

When applied to non-infectious diseases, incubation period covers both the induction 

and latent periods as defined by Schoenbach, (2000). This study used the term 

incubation period to include both induction and latent period. Thus, incubation period 

is "time from onset of alcohol use to development of symptomatic disease". Incubation 

period is best described using distribution/model rather than as a single value, (Egan & 

Hall, 2015).  

Venkatesan (2006) noted that incubation period models or survival distribution models 

are based on non-negative random variables. They include Weibull, Gamma, log-

logistic and log-normal distributions among others. These are fitted either 

parametrically or non-parametrically. The popularity of a model is pegged mainly on 

its properties. For example Weibull is preferred since it has proportional hazard and 

accelerated failure time models.  
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The term incubation period has not been used in relation to alcoholism in literature. 

This perhaps is due to the way alcoholism has been modelled previously.  In fact, the 

term incubation is mostly used in relation to communicable diseases. As such literature 

that support the concept of incubation period were highlighted, such as the disease 

concept of alcoholism and gradual damage to cells due to prolonged alcohol abuse 

leading to fatigue failure.  

Birnbaum-Saunders distribution is useful for describing non-negative data. It is 

receiving considerable attention, due to its theoretical arguments based on the physics 

of materials, its properties and its relation to the normal distribution. It is now a natural 

model of choice in many situations where a quantity exceed a critical threshold due to 

accumulation of forces, Leiva et al. (2008). Alcoholism is caused mainly by exposure 

to high levels of blood alcohol for prolonged periods. Alcohol abuse is viciously 

‘progressive’ in its early stages, however alcohol users rarely evolve into addicts in 

spite of symptoms of abuse (Vaillant, 2003). Factors such as host susceptibility, social 

environment, stress, mental health, genetic predisposition, age, ethnic group and sex 

and chance can cause persons exposed to alcohol to experience varying lengths of 

incubation periods. Therefore, incubation period is best characterized by a distribution. 

The lognormal, gamma and Weibull are the most frequently considered parametric 

distributions, in modelling incubation period (Egan & Hall, 2015). However, 

Exponential and Rayleigh distributions have also been used in analysis of lifetime data 

(Sarhan & Kundu, 2009). While, Birnbaum-Saunders distribution has, successfully 

been used in life studies and in material-fatigue life studies.  

In 1969, Birnbaum and Sanders developed a fatigue failure model based on physical 

mechanism of cyclic loadings or stress on a material, which came to be known as 

Birnbaum-Saunders (B-S) distribution. Although the B-S distribution was originally 
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proposed as a failure time distribution for fatigue failure under the assumption that the 

failure is due to the development and growth of a dominant crack by Birnbaum & 

Saunders (1969), a more general derivation was provided by Desmond (1985) based on 

a biological model.  

B-S distributions have been applied in several non-engineering fields, such as 

environmental sciences and forestry (Leiva et al., 2008).  Podlaski (2008) employed the 

BS model to describe Diameter at Breast Height (DBH) data for two types of trees, he 

discovered that the B-S distribution was the model that best described these data, 

displacing the Weibull distribution.  

Dupuis and Mills (1998); Johnson, Kotz & Balakrishnan (1995); Balakrishnan et al. 

(2011); Ferreira et al. (2012); Leiva et al. (2009); Leiva et al. (2012); Marchant et al. 

(2011); and Sanhueza et al. (2013) provide detailed applications of B-S distribution. 

Some extensions and generalization of the B-S distributions are attributed to 

Bourguignona et al. (2013); Cordeiro & Lemonte (2011); Guiraud, Leiva & Fierro 

(2009); Sanhueza, Leiva &Balakrishnan (2008). While more recent developments in 

the B-S distribution can be found in Leiva et al. (2018) and Marchant (2016).  

B-S distribution has been used to model fatigue failure, though not in alcoholism. Leiva 

et al. (2008) noted that argument showing “fatigue" or presence of “cumulative 

damage" in a mechanism can justify/favour use of B-S distribution. This study utilised 

the above argument in proposing the use of B-S distribution to model the incubation 

period of alcoholism.  Summary of damage on cells and organs (section 2.1.1) due to 

excessive use of alcohol provide evidence of “cumulative damage”. The emphasis was 

on the death or damage to the cellular material by alcohol or its metabolites during the 

cyclic process of alcohol consumption. The terms failure time and incubation period 
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has been used to refer to the time between onset of alcohol taking and diagnosis with 

alcoholism.   

2.2.1 Evidence of cumulative damage  

Having high levels of toxins in the bodies for long periods of time increases stress on 

sensitive internal organs and increases the risk of developing long-term health problems. 

There is a lot of interest in research on effects of alcohol abuse on human cells/ organs 

in relation to cellular damage, organ failure and development of various alcohol related 

diseases. Biometrician and physiologist Jellinek (1960), argues that previously, 

alcoholism was perceived as a legislative, moral and ethical issue; but it is now a 

medical problem and a subject of wide-ranging scientific study (Ramsden, 2015). Initial 

studies on alcohol focused on formulating models of the disposition and development 

of alcohol dependence that integrate both neurobiological and psychosocial findings 

(Mann et al., 2000).  

Alcohol is a potentially addictive psychoactive substance that is absorbed rapidly 

through the stomach walls and small intestines directly into the blood stream where it 

is transported to various organs especially those rich in oxygen such as the brain, 

Dubowski (1985); Alac (2012). It is metabolised mostly in the liver (over 80%), first 

into acetaldehyde then to acetate. These products are very reactive. The formation of 

acetaldehyde induces toxic effects by binding to protein and DNA resulting in 

functional alterations and protein adducts which activate the immune system by 

forming auto antigens. It also induces mitochondria damage and impairs glutathione 

function leading to oxidative stress and reduced DNA repair, Palmer (1991).  With 

chronic heavy alcohol consumption, cellular damage as defined by Desmond (1985) 

occurs.  
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In addition alcohol significantly alters gut micro-biota (Mann et al., 2000), resulting in 

an altered balance of pathogenic and commensal organism, ultimately leading to 

inflammatory and fibrogenic process, Ramsden (2015). Alac (2012) and Rehm et al. 

(2007) noted that only above average amount of alcohol consumed for a prolonged 

period of time causes damage. However, there is no safe level of alcohol consumption, 

Gordis (1997). For some individuals the risk of harm begin to increase at levels below 

the recommended limits.  

The magnitude of injury from alcohol abuse is affected by genetic makeup and 

environmental factors (Alac, 2012).  Rehm et al. (2010a) in a meta-analysis on effect 

of alcohol consumption on morbidity and mortality found that there exists a dose-

response relation between quantity of alcohol taken and magnitude of disease burden. 

Tuyns et al. (1977) found that those who drunk more than 80grams of alcohol per day 

had an odds ratio of 5 in getting oesophageal cancer. Rehm et al. (2007) found that the 

cumulative amount of alcohol consumed is a good predictor of progression to 

alcoholism. Rehm at al. (2006) opines that frequency of alcohol consumption is a better 

variable (than quantity of alcohol consumed) in predicting effects of alcohol 

consumption.  

Thus, alcohol use causes damage to the body cells/ organs associated with alcohol 

metabolism for which Miner’s (1945) rule on cumulative damage in fatigue failure was 

assumed to apply. Smith et al. (1993) showed that the level of BAC spikes shortly after 

alcohol consumption and then reduces gradually from the body. Mumenthaler et al. 

(1999), while investigating gender differences in moderate drinking discussed alcohol 

pharmacokinetics, and presented an alcohol absorption and elimination curve which 

were similar to those by Smith et al. (1993). They noted that BAC level depends on rate 

of alcohol absorption from gastrointestinal tract into the bloodstream, the volume of 
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distribution in the body and rate of elimination. Alcohol absorption and elimination 

curves given by Dubowski (1985); Smith et al. (1993) and Sprunt (2004) are functions 

of either zero order or first order kinetic, while Mumenthaler et al., (1999) gives a 

second order kinetic. Other models of alcohol absorption and elimination in the body 

show a similar pattern, Sprunt (2004).   

Rehm et al. (2010) modelled statistically the volume of alcohol exposure. Rehm 

(1998b), gave an overview study of alcohol consumption patterns. Bhunu (2012), stated 

that overall volume of alcohol consumed is the principal underlying factor in 

alcoholism. Longitudinal studies given by Baer et al. (2001); Fillmore (1988); Vaillant 

& Hiller-Surmhofel (1996); Vaillant (2003) provide natural history of alcoholism.   

More studies on alcohol consumption and its consequences are by Ashley et al.,(2000); 

Beseler et al. (2008); Bradshaw et al. (2011);  Catalano et al., (2001); Chermack & 

Giancola (1997); Dawson et al. (2005); Frazier et al. (2011)); Gao & Bataller (2011); 

Gmel & Rehm (2003); Iwanickal & Olajossy (2015);  Jernigan (n.d) ; Korhonen (2005);  

Lim et al. (2012); Merchant (2013); O’shea et al. (2010); Rehm et al. (2003); Rubin 

(1999); WHO (1999); WHO (2001); WHO (2005); WHO (2014); Wilfred & Day 

(2007); Woo & O’Brien (2012) and Yi-lang et al. (2013).  The above findings provide 

evidence of cellular damage arising from alcohol abuse, attributed alcohol induced 

stress on body cells.  

Dose-response relationship between alcohol abuse and related harm (cell damage) has 

not been conclusive as provided in Corrao et al. (1999); Fergusson, Boden & Horwood, 

(2009); Kucera & Cervinkova (2014); Loring (2014); McKee et al. (2001); Murray et 

al. (2002); Pollard et al., (2013); Stowell & Stowell (1998) and Read et al., (2003). Low 
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and moderate amounts of alcohol consumption have been found to have beneficial 

health effects, (Bellis, 2016; Baliunas et al. 2009; Roerecke & Rehm, 2012).  

If alcohol consumption is regular then long-term BAC graph can be assumed to mirror 

cyclic stress pattern used in deriving B-S distribution by Desmond (1985), which has 

not been considered in any of the previous alcohol studies.   

2.2.2 Cellular damage and the B-S distribution. 

Regular drinking cause depletion of the neurotransmitter serotonin leading to a cyclic 

process of drinking to relieve depression as levels of serotonin become more depleted, 

(Cornah, 2006, p. 7).  The psychological aspect of alcoholism (dependence) is related 

to depletion of neurotransmitters (the brain’s ‘messengers’) needed to reduce anxiety 

naturally.   

Keeping the optimum balance of alcohol to reduce anxiety is almost 

impossible because the effect of alcohol on the brain is such that after 

the initial ‘euphoria’ or stimulation from the first drink, alcohol acts 

as a depressant and the feelings of anxiety may rapidly return. 

(Cornah, 2006, p. 7)  

Increased drinking to cope with those feelings leads to a rapid increase in the levels of 

alcohol in the blood leading to a cyclic course of depletion, more anxiety or depression, 

needing more alcohol to cope, higher BAC and more depletion of neurotransmitters. 

Two conclusions that can be deduced from the above observation is that:  first is that 

this cyclic process mirror the process that was used in the derivation of B-S distribution. 

And secondly the frequency of alcohol consumption can be a good predictor of time 

from onset of alcohol use to alcoholism. 

From a theoretical point of view evidence of cellular damage arising from a cyclic 

pattern of alcohol abuse provide strong basis for linking B-S distribution to alcoholism 

using results of Desmond (1985). 
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Literature describing use of Birnbaum-Saunders distribution in modelling incubation 

period was unavailable by the time of this write up. B-S distribution was suitable for 

modelling incubation period of alcoholism because of the theory behind progression to 

alcoholism and the fitting of the empirical data.  

2.3 The hazard of becoming alcoholic 

In this section we reviewed hazard function, proportional hazards model, Parametric 

and non-parametric approaches used in finding hazard rate, event history models and 

discrete time models. Literature on risk of becoming alcoholic was also reviewed. 

2.3.1 The Hazard function 

This function shows the dependence of chance of failure (in our case onset of 

alcoholism) on time. Leiva et al. (2008), suggested that the shape of the hazard function 

arising from say analysed data on frequency of alcohol intake can be used to assess or 

confirm the suitability of the B-S distribution in describing alcoholism. Rundel (2012) 

opined that hazard rate can uniquely identify a distribution.  

Several articles have been written on the B-S distribution and its properties in the last 

four decades. However the shape of the hazard function remains unexplored perhaps 

because of its complex form, Leiva et al., (2008).  Mann et al.(1974) claimed without 

proving, that hazard function of the BS distribution is a non-increasing function of t. B-

S distribution has upside-down hazard function of t>0 for all values of shape and scale 

parameters (Leiva et al., 2008).   

Obtaining an upside down shape of the hazard was a confirmation that the data was best 

modelled using B-S distribution. 
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2.3.2 Proportional hazards model and alcoholism  

Hazard functions display the instantaneous rate of death (or failure) assuming that the 

subject has survived up to that time. Intuitively, it is an indicator of the risk occurrence 

of the event for an individual at a given point in time. There is need to assess the impact 

of risk factors on the likelihood of becoming alcoholic using proportional hazards 

model. Proportional hazard model is suitable in connecting time from onset to diagnosis 

to some covariates. It is very popular in modelling time to event. It can also be used to 

determine how risk factors are associated with onset of alcoholism.  As noted earlier, 

most studies focus on one factor at a time for example;   Xu (2004) reviewed application 

of Cox proportional hazards mixed model on effect of genes on alcohol use in twins by 

I-Chao Liu (2004).  Nicholson et al. (2005) determined Cox proportional hazard ratios 

for the effect of relatives’ characteristics on risk of death from all causes in a study on 

alcohol consumption and increased mortality in Russia; Wagner et al. (2005) used Cox 

model for discrete-time analysis with stratification to estimate the risk of drug use 

associated with early alcohol and tobacco initiation; Staveren et al. (2006), used Cox 

proportional hazards model to assess the effect of diet scores and different components 

with alcohol being present or absent in the diet; Hingson et al. (2006) used Cox 

proportional hazards multiple regression models “to assess increased risk of 

dependence; Xu et al. (2009) applied proportional hazards models in selecting models 

using profile likelihood for semiparametric models. 

In 2010, Holahan et al. estimated the effect of daily alcohol consumption on mortality 

risk, using Cox proportional hazards regression models.  Howie et al. (2011) used Cox 

proportional hazards regression models to determine the hazard ratios in a study of 

alcohol consumption and risk of all-cause and cardiovascular disease mortality in men. 

Shuval et al. (2012), applied Cox proportional hazard models to evaluate how exposure 



31 

 

 

 

variables (which included alcohol) and incidence of Metabolic Syndrome in men were 

related.  

Using Cox proportional hazard regression model Midgette & Kilmer (2015) modelled 

both the  time to violation and the risk of re-arrest in a study effect of Montana’s 24/7 

sobriety program on driving under the influence re-arrest. Sjolund (2015) used Cox 

proportional hazards regression models to model association between IQ and alcohol-

related admission to hospital and death. Koning (2015), used design-based Cox 

proportional hazards regression models to address oversampling of subjects in a study 

on association between alcohol consumption and the risk of developing chronic kidney 

disease instead of using stratum-specific baseline hazard functions. Keller (2016) used 

piecewise-constant proportional hazard model in longitudinal analysis of relationship 

between alcohol and financial success. Borges et al. (2016) used Cox regression model 

to estimate the likelihood of healing of wound with alcohol consumption as a variable. 

Whitman et al. (2017), applied Cox models to investigate associations and 

independence of effects of alcohol abuse and estimate cumulative incidence of three 

cardiac diseases.  Gowin et al. (2017), used Cox proportional hazards models and 

concluded that binge drinking may be an early indicator of vulnerability to alcohol use 

disorder; Canchola et al. (n.d) investigated the alcohol use as a risk factor in breast 

cancer using Cox regression models.  

Humphreys et al. (2017) used Cox proportional hazard models to test for association 

between alcohol taking and transaminitis singly, then adjusted for age and gender. 

Katikireddi et al. (2017), used Cox proportional hazards models to investigate 

associations between exposures of interest and the first episode of an alcohol 

attributable outcome. Clearly the factors related to alcoholism and alcohol use are 

mostly studied singly. Cox proportional hazards model was used to evaluate the effect 
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of multiple risk factors of alcoholism on the hazard function. It is a product of two 

components; time and risk factors. One of its component depends on time while the 

exponential part that depends on the other risk factors. The model assumes that, on log 

scale, a change in a risk factor results in a proportional change of the hazard rate (Dey, 

2020).  

2.3.3 Parametric and non-parametric hazard rate  

Literature on hazard rate spans both in engineering and biological systems. Term hazard 

rate is commonly used in biostatistics (means that the event is harmful), Danelia (2011). 

Hazard rate can be determined using parametric or non-parametric methods. 

Yamaguchi (1991), gave definition of hazard rate of initiation.  

Hazard of onset of alcohol taking was determined by Danelia (2011). She used discrete 

time hazard models to estimate the risk of onset of alcohol taking in adolescents.   

2.3.4 Event history analysis. 

Event analysis is the study of the duration of non-occurrence of an event during the risk 

period, Yamaguchi, (1991). Although terms survival analysis and event history analysis 

are often used interchangeably, the term event history analysis is used mainly in social 

science, to refer to events that are repeatable and an individual’s history of events is of 

interest. In our study the interest is how covariates affect “duration or incubation 

period”. That is how long normal alcohol taking persists before culminating into 

alcoholism. Events, such as the occurrence of a disorder like alcoholism represent a 

transition from one state to another. The event of concern is tied to the history (factors 

and time) preceding that event. The dependent variable measures the duration of time 

that units spend in a state before experiencing some event. Event history is longitudinal 



33 

 

 

 

and involves statistical analysis of longitudinal data collected on a set of observations, 

Box-Steffensmeier & Jones (2004).   

 Baer (2005), cites a sample of recent event history models in social sciences and other 

fields. He noted that event history models are often used in describing transitions of 

events such as in criminology where the event of interest is recidivism; in health event 

of interest may be say transition from HIV positive to having AIDS symptoms.  

Event history data are often collected retrospectively. Respondents are asked to recall 

the dates of events that have occurred since a certain event took place such as onset of 

alcohol taking. “Respondents may be asked to recall events in the order that they 

occurred or in reverse chronological order, depending on the significance of the start of 

the observation period with reference to the process under study”, (Steele, 2005, p.4). 

Washbrook and Steele, (2013) describes discrete-time event history analysis with 

examples on both fixed time covariates and varying time covariates.  

Event history analysis makes it possible to estimate time periods the event of interest is 

most likely to happen, and to determine why some individuals experience the event 

earlier than others and why some do not experience the event of interest at all during 

the study period, Tekle & Vermunt (2012). Even though event history analysis helps to 

answer such questions, it also poses certain challenges that are hard to deal with using 

standard data analysis techniques such as linear and logistic regression analysis 

(Allison, 1982; Tuma & Hannan, 1979; Willett & Singer, 1993). Thus simple linear and 

logistic regression methods are unsuitable for dealing with two unique features of event 

history data; i.e. censoring and time-varying covariates. Therefore, special regression 

techniques known as event history models, hazard models, survival models, failure time 

models, and duration models are needed, Tekle & Vermunt (2012). 
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Survival analysis or event history analysis is usually used when the research revokes 

the test of “whether and when”, Singer and Willet (2003). This study passes this test 

since it investigated whether or not alcohol disorder occurred and when it did (how 

many years have passed from onset of alcohol taking to diagnoses with alcohol use 

disorder). Petersen (1995) noted that event history data are obtained from failure time 

processes.  At any given point a unit in the process, is “at risk” of experiencing the 

event. Where an event represents a change or transition from one state to another, Box-

Steffensmeier & Jones (2004).   

Event history models periods of time or duration during which respondents are “at risk”. 

In the current study an individual becomes “at risk” once he/she starts using alcohol 

regularly up to the time he/she is diagnosed as being alcoholic. Event was an indicator 

of transition from normal/moderate alcohol taking state to state of diagnosis with 

alcohol use disorder. 

Censoring occurs whenever an observation’s full event history is unobserved. Singer 

and Willett (2003), opine that validity of hazard analysis is based on the assumption 

that censoring is non-informative. If at the time of interview a person is not yet alcoholic 

he/she is censored. Right censoring was used because the duration of time until 

alcoholism is not known since the event occurrence (onset of alcoholism) has not been 

observed. Censoring occurred at the same point in time for all individuals (age at 

interview date).  According to Neels (2014), if censoring is non-informative risk set can 

be assumed to represent all individuals who would have been at risk of event occurrence 

if everyone could have been followed that long. Besides under the assumption of non-

informative censoring the experience of each interval’s risk set can be generalized back 

to the entire population.   
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Hoffmann & Cerbone (2002) explored the risk associated with adolescent drug abuse 

and parental substance use disorder using event history analysis. They found that 

unobserved physiological sensitivities put the children at particular risk to alcohol 

abuse.  This was followed by Crawford et al. in 2009 who found that adolescents that 

had substance use disorders were more probable to engage in violence. Later Borges et 

al., (2011) undertook a cross-national study using discrete-time event history models to 

study prevalence of substance use and substance use disorders among Hispanics in the 

US, taking into account the time-invariant and time-varying characteristics.  

The relationship between socio-economic status (SES) of parents and substance use by 

their adolescents using event history analysis was examined by Sutherland (2012). King 

(2014) used Bayesian event history analysis to model recurrent episodes of illicit drug 

use. Yang et al. (2017) used event-history analysis with risk free model to characterize 

alcoholism susceptibility and age at onset simultaneously. More recently, Maggs et al 

(2019), used event history models to predict onset of alcohol use for early drinking 

initiation, while Mou and Lin (2020) used event history methods in the study of onset 

of alcohol use by Chinese college students. They found that drinking as preparation for 

adulthood was a strong predictor of onset of alcohol use.  

2.3.5 Discrete-time models 

Often, researchers in substance use disorders examine critical events such as onset, 

recovery from illness and relapse. Data on such events are collected say weekly or 

monthly then discrete-time survival models fit better than continuous-time models, Xie 

et al. (2003). 

Time is a continuous variable since changes of state may occur at any time. Event 

History models used nowadays mostly involve “continuous time”. However, durations 
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are finite (e.g., months, weeks, years). Discrete data usually introduce ties, hence the 

need to use true discrete-data models, Broström (2012). Discrete-time model examines 

length of time to move from one state to another (interval between consecutive changes 

of state defined by some qualitative variable within some observation period). 

Essentially, discrete-time models are logistic regression models, Steele (2005).  

Discrete-time models have many advantages over continuous-time models. The main 

disadvantage is the need to restructure the data prior to analysis. In a discrete-time event 

history data set, each individual contributes multiple records.  Repeated measures on 

the 𝑖𝑡ℎ respondent may exhibit either duration dependency or temporal dependence, 

Box-Steffensmeier & Jones (2004). The first step in a discrete-time analysis is to create 

person-period data set. . Hence each individual’s record is replicated as many times as 

the observed number of time intervals until either the event of interest or censoring 

occurs, (Stewart, 2010).  Using of discrete-time models Xie et al. (2003) found that 

gender and age were strong predictors of remission in persons with severe mental 

illness.  

2.3.6 The Risk 

Finkelstein (2008) found that one can use information on the process of a ‘failure 

development’ in modelling failure rate. Such as when failure occurs due to accumulated 

random damage or wear exceeds a predetermined level. Here the failure rate can be 

derived analytically considering stochastic processes of wear. An individual who is 

taking alcohol normally has a risk/probability that he/she will develop alcohol use 

disorder. This probability of becoming alcoholic in the time interval [0, t) is given by 

Gail (2005) as; 

1 − exp (− ∫ ℎ(𝑢)𝑑𝑢
𝑡

0

)                                                                                                          2.1 
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Assuming that the frequency of alcohol taking per week is constant for a given alcohol 

user, and that it does not change throughout the alcohol taking life, then risk of an 

individual who takes alcohol t times a week being diagnosed with AUD is given by 

equation 2.1. Where, ℎ(𝑢) is the hazard function. 

2.4 Projections of incidences of alcoholism  

In this section mathematical models of alcoholism, back-calculation method, and 

surveys of alcohol use and alcoholism in Kenya are discussed.  

2.4.1 Mathematical models of alcoholism  

The study of epidemiology of alcoholism using mathematical models started after the 

emergence of disease concept of alcoholism. Most of alcoholism models assume 

infectious disease concept as given by Kermack and McKendrick in 1927 (Chowell et 

al., 2009). It considers a constant population where individuals are split into 

compartments of those that are susceptible to catching the disease (S), infected 

individuals (I) and immune or dead individuals (R). Deterministic or stochastic models 

are useful in describing the mechanism of the infection, Ahrens & Pigeot (2006).  

Several authors have modelled different aspects of alcoholism for example Field (1985) 

studied statistical distribution of alcohol consumption and consequent inferential 

problems   while Skog (1985) analysed collectivity of drinking cultures. Mathematical 

modelling of alcoholism in normal and chronic alcohol users has been analysed by 

Smith et al., (1993). With Shirley et al. (2010) using hidden Markov models to study 

alcoholism treatment. 

In a 2007 PhD dissertation, Sanchez (2007), presented a ground breaking paper entitled 

“Studies in epidemiology and social dynamics” whose second part contained one of the 

most influential infectious disease model on alcoholism, entitled “modelling dynamics 
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of harmful alcohol use”. It involved use of ordinary differential equations to model a 

system of interaction between three epidemiological states; susceptible, drinkers and 

recovered. Later in the year (Sanchez et al., 2007) published a paper on drinking as an 

epidemic using simple mathematical model with recovery and relapse. Benedict (2007) 

showed how “infected buddies spread the problem drinking”. Cintron-Arias et al. 

(2009)   introduced the “Role of non-linear Relapse on contagion amongst drinking 

communities”, while Manthey et al. (2008) studied campus drinking using an 

epidemiological model. Teymuroglu (2009) gave continuum models for spread of 

alcoholism.  In 2013 Walters et al., modelled alcohol problems having recovery option 

while Bhunu (2012) analysed alcoholism using mathematical model.  Sharma and 

Samanta (2013) discussed drinking as an epidemic incorporating dynamic behaviour in 

the mathematical model. Brennan et al (2008) did “Modelling the potential impact of 

pricing and promotion policies for alcohol in England”. 

These papers by Benedict, Bhunu, Manthey and Sharma & Samanta, took the approach 

proposed earlier by Sanchez in 2007 with a slight variation to account for difference in 

each situation. Their presentations were founded on the idea that the outcomes 

(patterns) associated with various biological and sociological processes (behaviours) 

are often the result of interactions or contacts between individuals, groups, 

subpopulations, or populations. The focus being the ‘spread’ of alcoholism in a system.  

Challenges arise from the fact that the dynamics of these processes at the population 

level are the result of nonlinear interactions between individuals in different states such 

as Susceptible (S), Infected (I) and Recovered (R), Sánchez et al. (2007). Where 

susceptible includes both the non-drinkers and social-drinkers. The alcoholic models 

described above, rely on application of differential equations.  These deterministic 
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models describe system consisting of the three alcoholism epidemiological states 

described earlier. 

More contributions to the use of differential equations in deriving infectious alcoholism 

model are available in French et al. (2010) and Cintron-Arias et al. (2009).  

2.4.2 Back-calculation Method 

There are several mathematical and statistical methods available for estimating 

incidence patterns and trends. These include; dynamical models, demographic models, 

back-calculation techniques and birth cohort methods, UNAIDS (2010). Indirect 

methodologies such as back-calculation developed in the context of HIV have 

contributed to the development of statistical techniques that can be applied to other 

diseases.  

Back-calculation method has been applied in study of AIDS, which exhibits a relatively 

long incubation time. It reconstructs the pattern of past infections and predicts the future 

number of cases using the present infection status, Venkatesan (2006). This method has 

been useful in generating incidence curves, determination of prevalence and making 

projections of infectious diseases. Incidence data has been used to reconstruct incidence 

trends using statistical methodology that was originally developed specifically to deal 

with AIDS surveillance data, Becker & Marschner, (2001).  

Brookmeyer and Damiano (1989) refined back-calculation method in their quest to 

develop an AIDS model under constraint of inadequate data. Back-calculation method 

has also been used in non-disease cases, Ward et al., (1989); Holtby et al., (1990) and 

Fukuwaka (1996). In late 1990s, back-calculation technique was applied during the 

bovine spongiform encephalopathy (BSE) and variant Creutzfeldt–Jakob disease 

(vCJD) epidemics. The two diseases exhibit long incubation periods. Susceptibility of 
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a person to infection was found to be age-dependent, (Egan & Hall, 2015). Age 

structure was hence incorporated into the back-calculation process for these particular 

applications.  

Earlier in this century back-calculation was used on bioterrorism cases in US anthrax 

attacks in 2001. Retrospective analysis of the outbreaks enabled estimation of the 

number of cases that might be prevented by the distribution of antibiotics to potentially 

exposed persons, Brookmeyer, Johnson & Bollinger (2003), as cited in Egan & Hall, 

(2015).   

Back-calculation method is popular because it requires few assumptions and parameter 

inputs and has efficient application compared to other modelling approaches. It enables 

unobservable features of an event (such as onset of alcohol drinking) to be inferred after 

the occurrence (outbreak).   

There are several versions of back-calculation method. Several authors have 

documented comprehensive reviews of the back-calculation technique. These include 

Eze (2009), who highlighted strengths, weaknesses, evolution and modifications; Egan 

& Hall (2015) who reviewed the Back-calculation methods with a special focus on non-

transmissible infectious diseases. Globally back-calculation method has been applied 

in alcoholism in forensic studies of alcoholics involved in traffic accidents. 

Back-calculation technique requires the knowledge of information about the time it 

takes to progress from the onset of alcohol taking to being diagnosed as alcoholic and 

reported incidences of the disease. This is applied in deriving incidence information on 

the onset of alcohol taking (often unknown). The desire is to project future cases of 

alcoholism considering that is only a small proportion of alcoholism cases are reported 

with majority of alcohol users not experiencing alcoholism while another portion is 
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known to be abusing alcohol but carry on with their life activities normally and don’t 

seek medical help over alcohol related illnesses (they are called functional alcoholics). 

The model takes the following general form  

𝐴𝑙𝑐𝑜ℎ𝑜𝑙𝑖𝑠𝑚 𝑑𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 𝑑𝑎𝑡𝑒 =  𝐴𝑙𝑐𝑜ℎ𝑜𝑙 𝑢𝑠𝑒 𝑜𝑛𝑠𝑒𝑡 𝑑𝑎𝑡𝑒 +  𝐼𝑛𝑐𝑢𝑏𝑎𝑡𝑖𝑜𝑛 𝑝𝑒𝑟𝑖𝑜𝑑 

Information on time d incubation period in form of probability function 𝑓𝑡(𝑑), and the 

sequence of diagnoses counts of alcoholism , 𝒀 = {𝑌𝑡}  for  𝑡 = 1,2, … 𝑇 are the basis 

of back-calculation. Where 𝑡 is the time. Now, incubation distribution and alcoholism 

incidence data can be used to obtain the unobserved sequence of alcohol initiates 𝑯 =

{𝐻𝑡}.  Assuming that , 𝒀 is a vector of Poisson random variables with mean 𝝁  one can 

estimate incidences of initiations into new alcohol users, 𝝀 = 𝐸(𝑯)  by applying the 

discrete version of Brookmeyer & Damiano (1989) equation connecting the three 

quantities. 

𝜇𝑡 = ∑ 𝜆𝑥𝑓𝑥(𝑡 − 𝑥)

𝑡

𝑥=1

                                                                  2.2 

(Becker & Marschner, 2001)  

Where:  𝜆𝑥is the mean of alcohol initiates incidence at time x also called exposure curve,  

𝑓𝑥(𝑡 − 𝑥) is the probability density function for someone who initiated alcohol use at 

time x and diagnosed at time t. 

The matrix format of equation (2.2) is equation (2.3). 

                     𝝁 = 𝑿𝝀                                                                  2.3 

Where X is the matrix representing probabilities of transition from one period to another 

(design matrix).  𝝀 can now be determined using deconvolution or suitable matrix 

operation. Alternative methods of estimating 𝝀,  are available, Jewell, (1990).  
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 The exposure curve 𝜆𝑥, is either parametric or non-parametric. Its choice has 

consequences on estimates projected. In parametric back-projection, a particular 

functional form is assumed for the HIV incidence curve or the AIDS incidence curve. 

Strong parametric models such as exponential generate estimates that fit distant past 

well but fit poorly in the recent past. They include use of step functions, splines or other 

form of parametric function, Eze (2009). Flexible models such as step functions were 

proposed by Brookmeyer & Gail (1986, 1988). Rosenberg & Gail (1991) suggested the 

use of spline functions to overcome the problem of discontinuities in step functions.  

Artzrouni (2004) modelled cumulative HIV infections using logistic function. Isham 

(1989) used a strong parametric function to AIDS incident data then solved for infection 

curve using equation (2.2). Rosenberg and Gail (1990) proposed a weakly parametric 

approach which uses splines for smoothing. One advantage of nonparametric models is 

that they allow data to speak for themselves in determining which configuration best 

suits the observed counts. Becker et al. (1991) evaluated infection curve using 

nonparametric method then smoothed the estimates by applying weighted moving 

average at each iteration in EM algorithm used to maximise the likelihood.  

Those who use nonparametric back-calculation method often apply smoothed non-

parametric estimates of infection curve as a guide to a suitable parametric model, 

(Becker 1990).  One drawback when incorporating incubation period distribution in 

back-calculation method is the common assumptions that the incubation distribution is 

stationary throughout the period and that the probability of progression to alcoholism 

is the same for all individuals consuming alcohol. These two are highly contestable. 

Studies have shown that progression to alcoholism depends highly on genetic makeup 

and age of onset of alcohol taking.  
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Often alcohol consumption is a not a one off activity but rather continuous process, in 

which an individual drinks on regular basis.  During a drinking session alcohol 

consumers often take several sips. This may last a few minutes or several hours. 

Therefore, the person is repeatedly exposed to the disease causing agent over an 

extended period of time. Hence exposure times can suitably be modelled as a function 

𝜆𝑥(𝑡, 𝜷) where, 𝑡 is time-dependent variable and 𝜷 a vector of parameters, Egan & Hall 

(2015). While the pdf of times of diagnoses (assumed to be onset times for alcoholism) 

is given by equation (2.4). 

𝑎(𝑡; 𝜶, 𝜷) = ∫ 𝑓(𝑡 − 𝑠; 𝜶)𝜆𝑥(𝑡; 𝜷)

𝑇𝐿

𝑇0

𝑑𝑥                                                         2.4 

Where, 𝑓(𝑡 − 𝑥; 𝜶) is the incubation period distribution, represented by B-S 

distribution 

B-S distribution was used to model alcoholism incubation period based on biophysical 

processes, theory behind progression to alcoholism and the fitting of the empirical data.  

Equation (2.3) which was established by Brookmeyer and Gail (1988), also applies if 

the functions 𝑎(𝑡; 𝜶, 𝜷)and 𝜆𝑥(𝑡; 𝜷) represent intensities of the point processes such as 

annual number of diagnosed alcoholics and exposures, respectively, rather than 

probability densities (Brookmeyer, 1996).  

2.4.3 Survey of alcoholism in Kenya 

In Kenya, several surveys on alcohol use have been carried out. In 2010 a baseline 

survey done by NACADA on alcohol use in Central Province of Kenya) indicated that 

there is a relatively high level of alcohol use in that province, NACADA (2010). There 

was fear about the penetration of second generation alcohol. Lilleskov & Chakua (2013) 

found the prevalence of alcohol use in private sector to be 65.9% and 57.9% in public 
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sector. NACADA (n.d.) put it at 23.4% among secondary school students. Hassan 

(2013) found the prevalence of alcohol use among University of Nairobi students to be 

63.2%. Baridi (2014) studied strategies of regulating alcoholism and other drugs in 

Kenya. Maithya et al., (2015), found the prevalence of alcohol use was 47% among 

students in technical institutes.  Kaithuru & Stephen (2015), investigated the impact of 

alcoholism on work force and found a strong relationship between alcoholism, 

workplace unproductivity, financial problems, stress, hangovers, and diseases which 

hamper efficiency at Kenya Meteorological station in Nairobi. Incidentally most of 

these surveys combine the study of alcohol with study of drug use. Alcohol use is 

different from alcohol abuse, therefore having separate information on the two gives a 

more realistic picture of the trend in the study of alcoholism. This will help create the 

trend curve for incidences of alcoholism.   

Jewell (1990), suggested inclusion of specific information in the back-calculation 

method where additional information may be available. This study has taken this cue 

by first focussing on suitability of B-S distribution in modelling incubation period of 

alcoholism. 

Whereas the concept of damage to organs by excessive alcohol use has been discussed 

in several researches the current study has not encountered literature linking this 

damage to B-S distribution. Time from onset of risky alcohol taking to diagnosis with 

alcoholism was conceptualized and modelled using the B-S distribution. This study 

evaluated the hazard rate of alcoholism using both the parametric and non-parametric 

methods. Back-calculation method was used to model alcoholism progression as a non-

transmissible disease (WHO, 2000), by applying incubation period determined using 

B-S distribution.  
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This study has not found literature on study of alcohol consumption and alcoholism 

using the process and modelling as a technique described above by the time of 

compilation of this research. 
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CHAPTER THREE: METHODOLOGY 

3.0 Introduction.  

In this chapter method used in data collection, modelling time from onset of alcohol 

taking to diagnosis with alcoholism and the associated theoretical foundation, structural 

equation model of onset of alcoholism, hazard of becoming alcoholic and back-

calculation method were discussed. 

3.0.1 The sample. 

Both primary and secondary data were used.  For primary data, the sample was taken 

from seven counties in Kenya, purposively selected based on information from 

NACADA regarding alcohol use and abuse, their economic, education, ethnic and 

cultural diversity.  

A cross-sectional study which applied multistage stratified sampling method was then 

conducted in which retrospective self-report, obtained from interviews and survey 

questionnaire administered to respondents between 6th October 2018 and 30th April 

2019. A research permit was obtained from NACOSTI with each county sampled 

approving the study. Consent was also obtained from potential respondents prior to 

commencement of the interview.  The sample consisted of 780 (see APPENDIX D)  

Questionnaire was piloted on current alcohol users from four sub-locations (two urban 

and two rural) and alcoholics from three rehabilitation centres between 4th and 29th 

August 2018 in Nakuru and Kiambu counties. Cronbach’s alpha was used to assess 

reliability of the instrument.  

These seven counties; Nairobi city, Nakuru, Uasin Gishu, Kirinyaga, Nyandarua, 

Kiambu, Nyeri had about 25% of the country’s population (based on 2019 census 

report), and were assumed to reflect Kenya’s population in terms of distribution of rural 
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and urban areas, demographic features and socio-economic status, educational, income 

levels, broad range of cultures, economic development and diversity in addition they 

are the most affected regions as indicated by the number of alcohol selling points. 

Secondary data used was provided by Ministry of Health. It consisted of reported cases 

or incidences of morbidity and mortality resulting from alcohol use for the period 

starting from 2014 to September 2019. Incidences of morbidity consists of aggregates 

for all categories of alcoholism (see Appendix A).  

3.0.2 The Questionnaire.   

The questionnaire (see appendix E) was intended to assess nine major risk factors of 

alcoholism; gender, personality, peer influence, family and family attention, 

environment or structural settings, drinking habits and patterns, socio-cultural, 

economic status, age at onset of drinking. Interview was used to assess whether the 

participant had AUD using AUDIT and also get detailed information on frequency of 

drinking. Interviews were audio-recorded. The inclusion criteria used was; persons 

currently using alcoholic beverages or persons in rehabs suffering from alcoholism.  

Participants in rehabs were not subjected to AUDIT, only their drinking habit before 

admission was enquired. Those in rehabs suffering from alcohol and drug abuse were 

excluded. 

3.1 How Structural Relationship between Alcoholism and its Risk Factors was 

Analysed  

In order to undertake structural analysis of risk factors of alcoholism some key steps 

were followed. They included; Review of factors of alcoholism for model specification 

and identification, data collection and statistical analysis which involved scaling, 
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parameter estimation, assessment of model fit, presentation and interpretation of results. 

They are discussed below. 

Based on literature on factors influencing continued alcohol use highlighted in sections 

2.1 and 2.3, nine factors were selected. These were:  

 Personality or individual characteristics which includes; personal traits, 

physical and mental health which either protects or propels one into sustained 

alcohol drinking. 

 Peer influence; this regards peer interaction in environments that promotes 

desire for alcohol taking. 

 Economic Status which includes; economic deprivation indicated by residential 

area, education level, housing condition etc. that exposes an individuals to risk 

of alcohol use. 

 Social-cultural; social marginalisation and social network, practices and norms, 

religious beliefs. These can be protective or promotive with respect to alcohol 

use. 

 Environment or structural setting which includes; alcohol laws, drinking 

culture,   availability of alcohol and saliency. These provides suitable or 

unsuitable context for the other factors.  

 Family and familiar attention; the habit running in the family tree. These 

variables are conceptualised through questions in the questionnaire regarding 

having alcoholics in the family tree. One may be genetically prone to 

alcoholism.  

 Age at onset of alcohol consumption  

 Gender.  

 Drinking habits and patterns 
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The two diagrammatic models that were conceptualised using these nine factors and 

based on discussions advanced in Section 2.1 of the literature review, are given in 

Figure 3.1 and Figure 3.2. The study opted to use Figure 3.1 which is a hybrid of 

arguments by ICAP’s, (2009) and Hassan’s, (2013) multilevel models. SEM equations 

were then formed based on  Figure 3.1.  

Owing to the large number of permutations of variables only two types of relationships 

mentioned below were evaluated and discussed i.e. Association, e.g., correlation, 

covariance and Direct effect (directional relation between two variables), e.g., 

independent and dependent variables. The indirect effect (the effect of an independent 

variable on a dependent variable through one or more mediating or intervening 

variables) was not evaluated. 

The measurable variables were classified as dependent or independent. Then items were 

purposively selected to correlate to an external criteria (construct they measure) and not 

necessarily with each other. The independent variables were first subjected to 

exploratory data analysis.  Then, Factor analysis including drawing a scree plot, cluster 

analysis and finally SEM were applied on the data.   
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Figure 3.1: Hierarchical model with drinking choices and patterns determining 

alcoholism.  

Principal component analysis (PCA), was done to determine scale validity, make the 

dataset analysable, remove dependency between variables and to obtain fewer new 

variables which are not related to each other, (Aksu, Eser, & Guzeller, 2017). 
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Figure 3.2: A conceptual SEM model of all factors influencing alcoholism directly 

Note: The numbers in the boxes represent the item number of the measured variable as 

it appears in the questionnaire.  
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3.2 Modelling Incubation Period of Alcoholism   

To model incubation period of alcoholism, Birnbaum and Saunders distribution was 

used. In order to show the suitability of B-S distribution in modelling incubation period 

of alcoholism, both theoretical and empirical approaches were applied.  

3.2.1 Theoretical approach  

First theoretical foundations for suitability of B-S distribution were sought from 

literature. The use of theoretical foundation for applying the B-S distribution instead of 

other life/ failure time distributions in modelling incubation period of alcoholism is 

based on the recommendations by Leiva et al. (2008). They opined that argument 

favouring “fatigue" or “cumulative damage" is a strong reason for invoking Birnbaum-

Saunders distribution in describing lifetime data.  Three theoretical reasons that support 

the suitability of B-S distribution in modelling incubation period of alcoholism were 

obtained from literature.  

3.2.2 Empirical approach  

 Secondly B-S model was fitted to the empirical data obtained using questionnaire and 

interview, then goodness of fit assessed. In order to account for possible multiple 

drinking occasions per day the study defined  a drinking session as a continuous and 

uninterrupted drinking spell separated from the next session by a break of at least four 

hours (enough duration for BAC to drop appreciably). This was occasioned by a 

number of individuals who take alcoholic drinks several times in a day (in the morning, 

afternoon and evening, with long breaks in between).  

The results of frequency of drinking during the week preceding interview for the 

respondents found to have AUD were used in modelling B-S distribution.  They were 

summarised in Table 4.2. For those in rehabs the data relates to the week preceding 
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admission. The data was first subjected to exploratory data analysis. Owing to difficulty 

in finding explicit expressions for the estimators in B-S distribution, numerical 

procedures are used (Leiva, 2016).  Three methods; Maximum Likelihood Estimation, 

Modified Moment Estimation and graphical methods were used to estimate the B-S 

model parameters 𝛼 𝑎𝑛𝑑 𝛽.  

The study assumed that effects of other drugs abused alongside alcohol, which is very 

common had no significant confounding effects on alcohol effect and therefore did not 

impact on incubation period distribution 

Using these values of the MLE’s for alpha and beta, model was fitted to data. TTT plot, 

p-p plot, Q-Q plots; r-squared and Kolmogorov-Smirnov tests were done to assess 

goodness of fit for the model. Hazard function was also evaluated to establish whether 

it was characteristic of B-S distribution. To implement the above operations bs, VaRES 

and VGAM packages in R-Studio Version 1.2.1335 were applied.  

3.3 Evaluating Parametric and Non-Parametric Hazard of Becoming Alcoholic. 

The hazard rate of becoming alcoholic was determined using parametric and non-

parametric methods. The parametric hazard rate was modelled using hazard function of 

B-S distribution as given by Kundu et al., (2008). MLE for the parameters α, β were 

evaluated by setting both α 𝑎𝑛𝑑 β to be 1. The graph of hazard function was compared 

with the n-shaped hazard curve of B-S distribution, Birnbaum & Saunders (1969a).   

The risk of becoming alcoholic was then evaluated using the equation 3.1 

          𝑅𝑖𝑠𝑘 𝑜𝑓 𝑏𝑒𝑐𝑜𝑚𝑖𝑛𝑔 𝑎𝑙𝑐𝑜ℎ𝑜𝑙𝑖𝑐

=      1 − exp (− ∫ ℎ(𝑢)𝑑𝑢
𝑡

0

)                                      3.1  
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Where, ℎ(𝑢) is the hazard function, and t is the frequency of alcohol taking per week. 

The values of frequency of alcohol consumption per week in Table 4.2 were used as t. 

The probability of developing AUD with time since onset was also evaluated. Results 

are displayed in Tables 4.5 and 4.6.   

Non-parametric hazard rate was determined using logistic models and proportional 

hazards models.  Hazard rate was estimated based on the measured variables themselves 

and also based on the factors formed from measured variables. In both cases event 

history method was used. 

Data on duration since onset of alcohol taking to the date of interview was transformed 

from person level data to person period data for each respondent in order to apply 

discrete-time analysis.  

3.3.1 Restructuring data for discrete-time analysis.  

The data obtained using the questionnaire contained information on two times for each 

individual. The age at onset of alcohol consumption and the age when one was 

diagnosed as alcoholic or otherwise by interview date. This data was called person level 

dataset.  

Before event history analysis was carried out the data had to be restructured so as to 

create a record for each episode. An episode is a continuous period during which an 

individual was at risk of experiencing an event, Steele (2005). Event history data arise, 

by following subjects over time and making notes about what happens and when. 

Usually this is done retrospectively and interest is concentrated to a few specific kinds 

of events.  
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The variable event is either zero or one. It is one when if the event (alcoholism) was 

observed on a respondent during the interview.  The value zero indicated that the event 

was absent by the interview data and hence the respondent was right censored, 

(Brostrom, 2012). Each unit in an event history data set was presumed to enter the 

process at the same time. In terms of “calendar time,” the time-of-origin may vary 

across observations, but in terms of “clock time,” the starting point was generally 

treated as equivalent for all observations.  

An assumption that there were no time varying covariates that is covariates remained 

unchanged throughout the observation period was made. A typical person level dataset  

that was made is shown below in Table 3.1. Ranking was done on the basis of increasing 

period, with the censored periods appearing last. 

Table 3.1. Part of the person-level data set before transformation to a person-

period data set 

 

3.3.2 Creating person period dataset 

The first step in a discrete-time analysis was to create person-period data set. The event 

times and censoring indicator 𝑦𝑖  , 𝛿𝑖 ) were expanded to a sequence of binary responses 

{𝑦𝑡𝑖}.  Where  𝑦𝑡𝑖  indicates whether an event has occurred in time interval [𝑡, 𝑡 +  1). 

Thus for each observation, the event/censoring time 𝑦𝑖 and the censoring indicator 𝛿𝑖, 

and a time interval up to 𝑦𝑖, a binary response 𝑦𝑡𝑖,  was created, Steele & Washbrook 

(2013): 
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                                                                                                           3.2 

Notably the respondents who did not have alcoholism by the interview date were 

censored while subscript 𝑖 denoted the 𝑖𝑡ℎ individual in this subsection. 

Hence a sequence of binary responses was generated from each event time. 

Consequently, each individual’s record was replicated as many times as the observed 

number of time intervals until either the event of interest or censoring occurred, 

(Stewart, 2010). Which lead to original dataset expanding in the size.  These are shown 

in event column in Table 3.2. For example discrete responses are represented for 

respondent Id a225 are (0, 1).   𝐸𝑣𝑒𝑛𝑡 =  0 meant that the event was not experienced 

at age 31 while 𝑒𝑣𝑒𝑛𝑡 =  1 meant that the event was experienced at age 32, one year 

after onset of alcohol taking. For respondent Id a24  whose discrete responses were (0, 

0, 0) meant that from age of onset at 24 years and up to the time of interview at 26 years 

the respondent had not experienced alcoholism (become alcoholic).  I.e. event was 

equal to zero for ages 24, 25 and 26 respectively, hence he was censored.  

Table 3.2. Part of the person-period data set 

 

The column of period represented the duration between onset and either the diagnosis 

for those who had experienced alcoholism or the duration between onset of alcohol 
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taking and interview date for those respondents who had not experienced alcoholism 

by interview date.  

For each respondent, the first row represented the age of his/her age of onset of alcohol 

taking. While the last row represented either the age they were diagnosed as alcoholic or 

the age at the time of the interview (due to right censoring), Danelia (2011). This type of 

censoring gave unbiased estimate of hazard rates as shown by Malacane, Murphy, and 

Collins (1997). 

3.3.3 Estimating discrete-time hazards (life-table functions) 

Discrete time hazards were calculated using equation 3.3, then plotted against the age 

at interview. 

                ℎ̂(𝑡𝑖𝑗) =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑣𝑒𝑛𝑡𝑠𝑗

𝑛𝑢𝑚𝑏𝑒𝑟  𝑎𝑡 𝑟𝑖𝑠𝑘𝑗
                                                           3.3      

By treating discrete-time hazard as conditional probability, covariates and time were 

incorporated to form equation 3.4.  

𝑙𝑜𝑔𝑖𝑡𝑝𝑡𝑖 =  𝑙𝑜𝑔 (
𝑝𝑡𝑖

1 − 𝑝𝑡𝑖
)  = 𝜶(𝑡) + 𝜷′𝒙𝒕𝒊                                           3.4 

Where 𝒙𝒕𝒊 is a vector of covariates and 𝛼(𝑡) is a function of 𝑡. 

This was done by creating a rectangular dataset containing respondent’s time and 

covariates by introducing k-1 temporal dummy variables. Model fitting was done using 

Rcmdr package, Version 2.5-3 in R. Dependent variable was the dichotomous event 

indicating whether or not the respondent had AUD at the time of interview. Logistic 

regression, using generalized linear model (glm) with the family being binomial and 

link function, logit was applied.   
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The first model (“baseline model”) consisted only the time period with no intercept. 

Several other baseline models were investigated. A full model was formed consisting 

of all the variables applied at once. Then, stepwise model selection was applied opting 

for backward shift method.   

The second approach involved combining factors (generated from measured variables) 

to form equation 3.5.   

𝑌 = 𝛽1(𝑎𝑔𝑒 𝑜𝑓 𝑜𝑛𝑠𝑒𝑡) + 𝛽2(𝑝𝑒𝑟𝑠𝑜𝑛𝑎𝑙𝑖𝑡𝑦) + 𝛽3(𝑓𝑎𝑚𝑖𝑙𝑦 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛)

+ 𝛽4(𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡𝑎𝑙) + 𝛽5(𝑠𝑜𝑐𝑖𝑎𝑙 − 𝑐𝑢𝑙𝑡𝑢𝑟𝑎𝑙) + 𝛽6𝐸𝑆

+ 𝛽7(𝑑𝑟𝑖𝑛𝑘𝑖𝑛𝑔 ℎ𝑎𝑏𝑖𝑡 𝑎𝑛𝑑 𝑝𝑎𝑡𝑡𝑒𝑟𝑛𝑠) + 𝛽8(𝑔𝑒𝑛𝑑𝑒𝑟)     

+ 𝛽9(𝑝𝑒𝑒𝑟 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒)                                                                       3.5 

Where 𝑌 is the dependent variable, alcoholism and 𝛽1, 𝛽2, 𝛽3, … , 𝛽9 are coefficients. 

The coefficients  𝛽1, 𝛽2, 𝛽3, … , 𝛽9 were estimated using the Maximum Likelihood 

Method. They were then used to construct an estimate of the baseline hazard function 

by substituting equation 3.5 in equation 3.4.  

Logistic regression was elected for modelling the outcome, using generalized linear 

model (glm) with family being binomial while link function was logit. Then stepwise 

model selection was applied using backward shift method. Effect of gender in particular 

was later analysed in greater details.    

3.4 Projecting Incidences of Alcoholism  

To reconstruct the incidences of alcoholism linear logistic function was used while 

back-calculation was used to evaluate the incidences of alcohol use initiation. 

Projections were made using back-calculation method.  MLE was used to estimate 

parameters in the logistic model.  
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3.4.1 The logistic model 

Having assumed a strong parametric form for  f(𝑡; 𝛼, 𝛽) in equation 3.11, the same was 

done for incidences of alcoholism, 𝑎(𝑡), where appropriate approximation to the 

stochastic process that gave rise to alcoholic incidences was assumed to be Poisson 

process model. With the respective incidences being events in assumed Poisson 

process. As in Simwa and Pokhariyal (2003) the incidence model was assumed to be 

linear logistic function given as, 

𝑎(𝑡; 𝑎0, 𝑎1, 𝑎2, 𝑎3) =
𝑎0 + 𝑎1𝑡

1 + 𝑒(𝑎2−𝑎3𝑡^2)
                                               3.6 

MLE method was applied to estimate parameters 𝑎0, 𝑎1, 𝑎2, 𝑎3. And Pearson Statistic 

was used to measure goodness of fit for the incidence model 3.6. 

For annual projections time 𝑡 was represented by the set Τ = {1,2,3,4,5,6}. While for 

quarterly projections time 𝑡 was represented by the set Τ = {1,2,3, … ,23}, where Τ ⊂

U is the interval when data is not confounded. With 𝑈 = {1,2,3, … , 𝑛}.   

To project the number of alcoholic incidences annually, values of t were taken as  t =

{7,8,9} while t was taken as  t = {24,25,26} for quarterly cases.  

It was assumed that alcoholism incidence data contained information about the most 

recent exposures. Therefore numbers of individuals abusing alcohol in the last few 

years were reliably reflected in the alcoholism incidence data. 

3.4.2 The Back-calculation method  

The exposure times were modelled using the function 𝜆𝑠(𝑡, 𝜷) where, 𝑡 is time-

dependent variable and 𝜷 a vector of parameters, Egan & Hall (2015).  

While the pdf of times of diagnoses was given as  
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𝑎(𝑡; 𝜶, 𝜷) = ∫ 𝑓(𝑡 − 𝑠; 𝜶)𝜆𝑠(𝑡; 𝜷)

𝑇𝐿

𝑇0

𝑑𝑠                                                       3.7 

Where, 𝑓(𝑡 − 𝑠; 𝜶) is the incubation period distribution.  

Equation 3.7 was expressed in matrix form as follows:  

Let  𝐴𝑖  𝑏𝑒 𝑡ℎ𝑒  𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑙𝑐𝑜ℎ𝑜𝑙𝑖𝑐𝑠 𝑑𝑖𝑔𝑛𝑜𝑠𝑒𝑑  in the interval (𝑡𝑖−1, 𝑡𝑖] and 𝑓(𝑗, 𝑖) 

be the probability of becoming alcoholic in the interval (𝑡𝑗−1, 𝑡𝑗]. Assume this 

probability remains stationary. 

Define a non-empty set, 𝑈 = {1,2, … , 𝑗}.  

As in Becker (1990), relation between new yearly number of exposures to alcohol use 

and the annual number of alcoholics diagnosed is given as  

𝐸[𝐴𝑖/𝐻1, 𝐻2, … , 𝐴𝑗] = ∑ 𝐻𝑖𝑓𝑗−𝑖

𝑗

𝑖=1

𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 ∈ 𝑈                                                3.8 

Where 𝐻𝑖 is the number of newly initiated alcohol users in the time interval (𝑡{𝑗1}, 𝑡𝑗] 

and  

𝐻1, 𝐻2, … 𝐻𝑛 is assumed to be a typical discrete non-homogenous process. Taking 

expectations on both sides gives equation 3.9. 

            𝑎𝑖 = ∑ 𝜆𝑖𝑓(𝑗, 𝑖)

𝑖

𝑗=1

    𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 ∈ 𝑈                                                         3.9 

Where 𝜆𝑖 = 𝐸[𝐻𝑖]    and 𝑎𝑖 = 𝐸(𝐴𝑖) . 

Equation 3.9 is the discrete form of equation 3.7 obtained by replacing probability 

densities for number of diagnosed alcoholics and expected number of exposures, 

respectively.  
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𝜆𝑖  was solved using the matrix method in equation 3.10 by inverting matrix [(𝑓(𝑗, 𝑖))]  

[(𝑎𝑖)] = [(𝑓(𝑗, 𝑖))]⌊(𝜆𝑖)⌋                                                             3.10 

The order of [(𝑎𝑖)]  𝑎𝑛𝑑 ⌊(𝜆𝑖)⌋ 𝑖𝑠 𝑛 × 1 while [(𝑓(𝑗, 𝑖))] 𝑖𝑠 𝑎𝑛 𝑛 × 𝑛 𝑠𝑞𝑢𝑎𝑟𝑒 𝑚𝑎𝑡𝑟𝑖𝑥.  

[(𝑓(𝑗, 𝑖))]  is the  probability  matrix obtained  by integrating f(𝑡; 𝛼, 𝛽), the incubation 

distribution  

f(𝑡; 𝛼, 𝛽) =  
1

2√2𝜋𝛼𝛽
[(

𝛽

𝑡
)

1
2

+ (
𝛽

𝑡
)

3
2

] 𝑒𝑥𝑝 [−
1

2𝛼2
(

𝑡

𝛽
+ 

𝛽

𝑡
− 2)] ,

0 < 𝑡 < ∞ ;  𝛼, 𝛽 > 0                                                                 3.11 

𝑓(𝑗, 𝑖) = ∫ f(𝑡; 𝛼, 𝛽)

𝑡𝑖−,𝑡𝑗

0

𝑑𝑡                                                                                   3.12 

One key assumption is that this distribution which was determined using data from 

seven counties was applicable for data relating to the whole country, Kenya. Hence it 

was applied in the back-calculation model to project alcoholism cases for the entire 

country.  

Matrix [(𝑎𝑖)] was a row matrix formed using the data obtained from Ministry of Health 

relating to morbidity (diagnoses with alcoholism) from 2014 to Sept 2019.   

The estimates of 𝜆𝑖 represent the number of individuals who initiated alcohol taking 

since the start of epidemic (an arbitrary time taken before first diagnoses of an 

alcoholic).  

The projected number of alcoholics during the year 𝑖 + 𝜏  is given by  

𝑎𝑗+𝜏 = ∑ 𝜆𝑖𝑓𝑗+𝜏−𝑖

𝑗+𝜏

𝑖=1

                                                                                3.13 
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CHAPTER 4: RESULTS AND DISCUSSIONS 

4.0 Introduction  

In this chapter the results of structural analysis of the relation between alcoholism and 

its risk factors, characteristics of the model of incubation period alcoholism, parametric 

and non-parametric hazard rates, probability of becoming alcoholic, hazard and 

survival probabilities, logit-based models for hazard function, effect of gender on 

hazards and prediction of  alcoholism incidences are presented and discussed.  

4.0.1 Demographic characteristics of the sample 

Of the 780 study participants (594(76.2%) males and 186 (23.8%) females), 210 were 

from rural areas, 520 from urban centres and 50 from rehabilitation centres. Twenty 

five (3%) respondents were excluded from analysis for the following reasons. Eighteen 

(2%) non-response cases which arose from refusal to respond, three gave information 

that contained contradictions (0.5%). Four (0.5%) had crucial information missing due 

to refusal to answer crucial areas and incomprehensiveness of their response.  

Thus 755 respondents (96.8% completion rate) provided valid data. Of these 755 

respondents males were 579 (76.3%) and females 176 (23.7%). The age of respondents 

by the interview date ranged from 14 years to 65 years with median age being 32 years, 

while age at diagnosis ranged from 14years to 52years. Out of 755 respondents 235 

(31.1%) met criteria/conditions for classification as having AUD, while 520 (68.9%) 

had not by date of interview.  

4.1 The structural analysis of alcoholism and its risk factors  

The basic characteristics the primary data such as the means, range and median were 

explored and are presented as follows. 



63 

 

 

 

4.1.1 Exploratory data analysis of independent variables.  

Characteristics of ages are given by distributions for the age at onset shown in figure 

4.1 and age at interview in figure 4.2.   

 

Figure 4.1 Graph of age at onset of alcohol consumption 

The mean age at onset of alcohol taking was 16.53 years and median was 15 years. The 

earliest age at onset was 10 years and oldest was 37 years. 
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Figure 4.2 Graph of age at interview 

 

The mean age at interview which was 33.25 and median age was 32 years. The oldest 

interviewee was 65 years old while the youngest was 14 years.   

The correlation between the items is presented in a Correlogram in figure 4.3. 

The factors in figure 4.3 are arranged such that rows and columns have been reordered 

using principal components analysis to cluster variables that have similar correlation 

patterns together. The darker the colour the greater is the magnitude of correlation.  

Blue colour shows a positive correlation between the two variables that meet at the cell. 

Whereas, Red colour shows a negative correlation between the two variables that meet 

at the cell. 
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Figure 4.3 Correlogram illustrating diagrammatically the correlation between 

measurable variables   

Note. The key for coding on the variables is in Appendix E2 

 

4.1.2 Suitable number of factors and the Model 

Parallel analysis suggests that the number of factors be 13 and components be 11. The

se 11 components contain 54.6% of variance. 13 factors have chi square value of 321.

9 on 312 degrees of freedom. This is illustrated in the scree plot in Figure 4.4. 
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Figure 4.4 Scree plot for both actual data and simulated data 

 

Using the protocol suggested by Brown (2006) and Schreiber, et al., (2006) for 

reporting Structural Equation Modelling (SEM) analyses, the results were summarized 

in table 4.1 

a. RMSEA (Root Mean Square Error of Approximation) which measures fit index 

for adjusting for model parsimony. The cut-off value is 0.06. Those close or 

below it are taken to give a good fit. Values for RMSEA were all within this, 

showing that the conceptualized model fits reasonably well with our population.   

b. CFI, the cut-off is 0.9.values above this indicate high average correlation 

between variables. Our results for CFI were at 0.8 for all models. This indicates 

average correlation is not very high. 
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Table 4.1: Summary results of Model Fit indices  

Indices  Conceptual 

model 

Intermediate 

model 

Improved 

model 

Final model CUT-

OFF 

TLI 0.745 0.728 0.732 0.776 > 0.95 

CFI 0.774 0.758 0.766 .803 > 0.95 

IFI 0.776 0.761 0.769 0.805  

RMSEA 0.061 0.062 0.061 0.060 < 0.07 

SRMR 0.060 0.058 0.058 0.059 < 0.08 

ECVI 3.073 2.995 2.941 2.552  

AIC 39826.680 39294.274 39414.446 35102.42  

X2   (df) 2104.1 (558) 2057.2(528) 1998.2(595) 1733.4(464)  

 

c. SRMR (Standardized Root Mean Square Residual). Measures absolute fit of the 

data in relation to theoretical model. Values close to or below 0.08 indicate good 

fit. Our values were 0.06 for all the models. Thus data fitted well in relation to 

the theoretical model.   

d. TLI (Tucker Lewis Index) describes the comparative fit of a data set with 

theoretical model. Values above 0.9 indicate a good fit. Our models produced 

values between 0.7 and 0.8. Thus the fit was not very strong. 

4.1.3 The final SEM model  

The Structural Equation Modelling produced figure 4.5 as the most suitable linkage be

tween factors and related latent variables. 

Peer influence was linked to peers drinking, friends drinking when together, best frien

d drinks and one approved it. Drinking habits and patterns are linked to how often one 

take alcoholic beverage, type of alcoholic drink normally taken, how many drinks one 

normally take in a single occasion and when one last took alcoholic drink.  
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Economic status linked to interviewee’s education level, what parents/ guardians do fo

r a living, parent’s or guardian’s highest education level, being employed or in busines

s, house having  basic amenities such as clean piped water and electricity, living in a p

ermanent house or house type. 

Factors describing personality includes love feeling of being drunk, drinking promotes 

self-confidence, drinking excess alcohol shows you are a hero, and I ignore warning a

bout dangers of excessive drinking. Family and family attention was linked to my pare

nts/guardian/siblings drink alcohol, marital status and happiness, peace, fun or joy at h

ome. Socio-cultural was linked to involvement in sports, race, involvement in religiou

s activities and community having occasions/ceremonies where alcohol taking by all is 

permitted. 

The path model shown by Figure 4.5 depicts the causal relations between risk factors 

of alcoholism (variables). This model was read from top to bottom, with the variables 

on the top (independent variables) predicting the outcome variable on the bottom. The 

path coefficient indicated the direct effect of a variable assumed to be a cause on another 

variable. These coefficients are standardized because they were estimated from 

correlations. Some coefficients don’t meet the threshold set by Huber et al. (2007), 

“Path coefficient must be at least 0.100 and at a significance level of at least 0.05” 
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Figure 4.5: Final Path model showing factor loadings and relationships between 

variables 

Comparing the conceptual path diagram, Figure 3.1 to the final path diagram Figure 

4.5, the following observations were made. First was the creation of causal relationship 

between factors. These include gender had an effect on drinking habits and patterns. 

Job or occupation or daily activity influence age at onset of alcohol taking. Peer 

influence, economic status, family and familiar attention influenced the age at onset of 
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alcohol taking. Drinking habit and patterns was influenced by eight factors.  Secondly 

two more factors (latent variables) were created; lew  and hew. Lew comprised of freq, 

quanty, typealc and lov_feel while hew consisted of dang_ex, joints, adalc, job_ex, 

act_rel, and alc_hme. Thirdly, the factor lew and drinking habits and patterns influence 

each other (covariance = -1.25).   

4.2 Model for Incubation Period of Alcoholism 

The results are in two parts. In part one the theoretical bases or foundation for selecting 

B-S distribution in modelling incubation period of alcoholism are presented. Finally in 

the empirical results where the model is fitted to the frequency of alcohol taking data 

were presented in part two. 

4.2.1 Theoretical basis for selecting B-S distribution  

The following theoretical reasons for selecting B-S distribution to model incubation 

period of alcoholism were gathered from literature.  

a) There is evidence of cumulative damage from stress caused by excessive 

alcohol consumption as illustrated in the introduction and in sections 2.2.1 and 

2.2.2. From the results of various researches described in the above sections it 

is clear that biophysical processes leading to alcoholism support the use of B-S 

distribution in modelling incubation period of alcoholism. In particular, the 

products of alcohol metabolism (acetaldehyde and acetate) are very reactive. 

The formation of acetaldehyde induces toxic effects by binding to protein and 

DNA resulting in functional alterations. Besides alcohol significantly alters gut 

micro-biota resulting in an altered balance of pathogenic and commensal 

organism, ultimately leading to inflammatory process.  
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The expected fluctuation in BAC of an individual who consumes alcohol on a 

regular basis results in stress and tension in the cells and organs causing structural 

damage to occur. This is illustrated theoretically in Figure 4.6. Most systems operate 

within a given tolerance limit before failure. Assume the cell or system or organ 

started deteriorating at point A but the person may not seek physician’s help until 

B. During this duration (A-B) a person may be asymptomatic. X denotes the 

calendar time of onset of drinking, Z denotes the chronological time when an 

individual gets diagnosed as alcoholic.  The duration between X and Z is the 

incubation period. 

 

 

Figure 4.6 Theoretical representation of performance of an organ or cell with time 

Cumulatively these damages affect performance of the concerned cells and organs 

resulting in irreversible harm and death of cells. According to Leiva et al.( 2008)This, 

argument supporting “cumulative damage" or “fatigue" is a strong reason to invoke use 

of Birnbaum-Saunders distribution in describing lifetime data,.   
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b) Consider an individual who habitually consumes alcohol on a regular basis. 

Each time he/she takes alcohol his/her BAC rises and falls causing cells/organ 

involved in alcohol metabolism to be exposed to a sequence of stress. This is 

typical of persons who have developed tolerance to alcohol. BAC curve 

(absorption and elimination of alcohol) as discussed in section 2.1.1, may form 

pattern shown in Figure 4.7 in the long run. Let  𝜆 be the mean BAC. Assume 

that alcohol levels below 𝜆 have no negative or damaging effect to the body. As 

seen earlier, that negative effects of alcohol consumption occur when one 

exceeds a certain threshold.  

Assume that each drinking session last any length of time irrespective of the quantity 

of a drink provided there is no break of more than four hours.  

Let BAC level at any time interval be indicative of the amount of stress (load) imposed 

on the cell. Thus at the imposition of each load, damage is extended by a random 

amount. Cell damage at each cycle is unobservable in practice we get to know of it 

when organ failure occurs (either patient visits the doctor or dies or both).  It was 

assumed that the following conditions apply.    

 The cell is subjected to a sequence of cyclic loads (rise and fall in BAC during 

alcohol absorption and elimination process) which produce / cause damage. 

 Failure occur when the amount of cell damage (area or volume) exceeds certain 

level (𝜔) or when its functionality is altered. Or the number of damaged (dead) 

cells in an organ exceeds a certain number/ level/quantity. 

 The total size of damage due to the 𝑗𝑡ℎ drinking session 𝑌𝑗 is a random variable 

that follows a statistical distribution with mean, 𝜇 and variance, 𝜎2. 
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B-S model seeks the distribution of the smallest number of sessions, 𝑠𝑎𝑦 𝑛∗ such 

that: 

𝑆𝑛 = ∑ 𝑌𝑗

𝑛

𝑗=1

                                                                     4.1   

   𝑜𝑓  𝑛 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑛𝑑𝑜𝑚 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠,  exceed the given threshold 𝜔 i.e.   

𝑛∗ = inf {𝑛 ∈ 𝑁:    𝑆𝑛 = ∑ 𝑌𝑗  

𝑛

𝑗=1

 > 𝜔}                                       4.2 

Let N be the number of required drinking sessions until failure. 

Birnbaum and Saunders (1969) showed that  

𝑃(𝑁 ≤ 𝑛) = Φ (
√𝜔𝜇

𝜎
[√

𝑛
𝜔
𝜇

− √
𝜔
𝜇

𝑛
])                                       4.3 

This scenario is similar to the one envisaged by Desmond (1985) in his 

argument that if the response variable (in this case BAC) is above a fixed level 

for too long, then time to failure belongs to a B-S distribution family. 

c) The theoretical arguments applied in establishing the genesis of the BS 

distribution mirror the process alcohol uptake. Fatigue life for a cell or organ is 

the lifetime equivalent to the number of cycles (above average drinking 

sessions) until the failure due to fatigue.  

Let the rise and fall in BAC be visualised as a continuous unimodal function defined 

on a unit interval. Fatigue is weakening of the cellular material resulting in structural 

damage which is accumulated by the organ.  Failure due to fatigue occur when the 

cumulative damage exceeds a threshold level of functionality of the specimen. Organ 
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failure is caused by ultimate death/deformation or depletion of cells that make up this 

organ. Assume that the rate of cell damage or death is higher than the rate of cell repair. 

Assume also that cell fatigue process which leads to organ failure, occur through the 

following three stages: 

Fist an imperceptible damage in the cell begins to form followed by the growth and 

propagation of damage in the cell, which creates an irreversible state in it or material or 

its function due to cyclic stress (caused by chronic alcohol use or resulting in AUD) 

and finally the failure of the material/ cell death due to fatigue occurs. 

Let Figure 4.7 below represent typical variation of BAC with time for a regular social 

alcohol consumer.    

 

Figure 4.7 Variation of BAC with time as it crosses the mean position (threshold 

for damage) 

As in Desmond (1985), let 

𝐷(𝑡) = {
∑ 𝑇𝑖              𝑈(𝑡) > 0

𝑛

𝑖=1

0                       𝑈(𝑡) = 0 

                                       4.4 

Where 𝑈(𝑡) is the number of times the BAC curve rises above the mean level 𝜆. 

𝜆
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 Note 𝑇𝑖  is a factor of peak BAC. Therefore it is a factor of number of drinks and time 

which is actually the frequency or rate of drinking (assuming concentration of alcohol 

in a drink remains constant during all drinking sessions). 

Where 𝑈(𝑡) is the number of crossings above the 𝜆 level,  

𝑈(𝑡) = 0, 1, 2, … , 𝑛 𝑖𝑛 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 (0, 𝑡).  

Further, as in Desmond (1985), let T denote time to becoming alcoholic, with  𝑇 > 𝑡    

𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓   𝐷(𝑡) < 𝐶, then the probability density function of T is   

𝑓(𝑡) =
1

√2𝜋
(

𝐶

2𝐵
𝑡−3

2⁄ +
𝐴

2𝐵
𝑡−1

2⁄ ) 𝑒𝑥𝑝 {−
1

2
(

𝐶 − 𝐴𝑡

𝐵√𝑡
)

2

}                         4.5  

And cumulative distribution function is  

                                  𝐹(𝑡) = Φ (
𝐴𝑡 − 𝐶

𝐵√𝑡
)                                                                4.6          

Where:  

A is determined by the mean of 𝐷(𝑡) 

B is determined using the variance of 𝐷(𝑡) 

C is a fixed amount for which BAC is greater than 𝜆 

Which belongs to the B-S family of distributions, Desmond, (1985). 

The theoretical arguments applied in establishing the genesis of the BS distribution 

mirror the general uptake of alcohol and thus it is an appropriate model for describing 

alcoholism phenomena. In addition the cell damage arising from stress due to excessive 
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alcohol use satisfies conditions in Desmond (1985), confirming the suitability of use of 

B-S distribution in modelling time from onset of alcohol taking to becoming alcoholic. 

4.2.2 Maximum Likelihood Estimate of 𝜶 𝒂𝒏𝒅 𝜷 

Several methods of estimation of 𝛼 𝑎𝑛𝑑 𝛽 are available. Birnbaum and Saunders (1969) 

obtained the MLEs of  𝛼 𝑎𝑛𝑑 𝛽, then proposed the initial estimate of 𝛽 to be the mean-

mean estimate. Dupuis and Mills (1998) gives other estimation methods of 𝛼 𝑎𝑛𝑑 𝛽 . 

The MLE of the parameters 𝛼, 𝛽 in the function  

f(𝑡; 𝛼, 𝛽) =  
1

2√2𝜋𝛼𝛽
[(

𝛽

𝑡
)

1

2
+ (

𝛽

𝑡
)

3

2
] 𝑒𝑥𝑝 [−

1

2𝛼2 (
𝑡

𝛽
+  

𝛽

𝑡
− 2)]   , 0 < 𝑡 < ∞ ;  𝛼, 𝛽 > 0    4.7 

are obtained by solving the non-linear equation for �̂� 

 (Ng, Kundu, & Balakrishnan, 2003) 

4.2.3 Empirical analysis of the model  

First the descriptive characteristics of the data are presented, then followed by estimates 

of the model parameters and graphs of Probability density functions (pdf) and 

Cumulative density functions (cdf), and finally measures of goodness of fit indices were 

given.  

4.2.3.1 Descriptive summary of the respondents  

Data on frequency of alcohol consumption per week was summarised in table 4.2. A 

session was defined as a non-interrupted period of alcohol taking. Where a break of 

more than four hours exists between drinks, then a new session arises.  
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Table 4.2. Summary of frequency of alcohol taking the week preceding interview 

Actual drinking 

frequency  per week 

1 2 3 4 5 6 7 8 9 10 

Number of persons 7 17 26 15 15 12 28 44 25 7 

 

The amount of alcohol taken and length of a session were not taken into account. Thus 

one who drank continuously for say half an hour and one who drunk continuously for 

say five hours were considered to have one session regardless of the amount drunk. 

Figure 4.8 was the graph drawn to represent the frequency of drinking per week. 

The data on frequency of alcohol taking per week had the following characteristics.  

235 (31.1%) respondents were identified as suffering from alcoholism. Their mean 

frequency of drinking per week was 7.99 times. The median was 8, mode of 2 and 10, 

minimum and maximum of 1 and 21 respectively.  Skewness of 0.59, kurtosis of 0 and 

standard error of 0.3 

 

Figure 4.8: Graph of frequency of drinking per week  
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4.2.3.2 The incubation period distribution and estimates of 𝜶 𝒂𝒏𝒅 𝜷  

 The MLE's are:  𝛼 =   0.76584 and 𝛽 = 6.1328. Their 95% confidence intervals are: 

Table 4.3: Parameter estimates with 95% confidence intervals 

Parameter Estimates  Value  Lower limit  Upper limit 

𝛼 0.7658438 0.68 0.85   

𝛽 6.132811 5.44 6.83 

 

These values of 𝛼 𝑎𝑛𝑑 𝛽 were fitted to incubation period distribution which is the pdf 

of B-S distribution given by equation (4.8). Cdf is given by equation (4.9). 

f(𝑡; 𝛼, 𝛽) =  
1

2√2𝜋𝛼𝛽
[(

𝛽

𝑡
)

1
2

+  (
𝛽

𝑡
)

3
2

] 𝑒𝑥𝑝 [−
1

2𝛼2
(

𝑡

𝛽
+  

𝛽

𝑡
− 2)]   ,

0 < 𝑡 < ∞ ;  𝛼, 𝛽 > 0          4 .8  

          F(t; α, β) = Φ (
1

𝛼
𝜉 (

𝑡

𝛽
))    𝑡 > 0, 𝛼 > 0, 𝛽 > 0                                                    4.9 

Estimates of 𝛼 𝑎𝑛𝑑 𝛽 obtained using mlebs(x), mmebs(x) and gmebs(x) functions in R 

Studio, Version 1.2.1335 are given in Table 4.3. Estimates of alpha and beta are similar 

under MLE and MME methods but quite different under graphical method.       

Table 4.4. Different estimates of 𝜶 𝒂𝒏𝒅 𝜷   

Method Estimate of  𝜶    Estimate of  𝜷   

Maximum Likelihood Estimate 0.7658438 6.132811 

Modified Moment Estimate 0.7657952 6.179523 

Graphical  method   0.6021526 6.697022 
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4.2.3.3 Pdf, cdf of B-S distribution                           

The graphs of probability density function (pdf) and cumulative distribution function 

(cdf) of B-S distribution with different values of 𝛼 𝑎𝑛𝑑 𝛽  are represented in Figure 4.9 

and Figure 4.10 respectively.  The shape of the curves are typical of B-S distribution 

curves. Results of fitting frequency of alcohol taking per week in the B-S distribution 

confirms that Birnbaum-Saunders distribution is well suited to model time from onset 

of alcohol taking to diagnosis with alcoholism.   

   

Figure. 4.9 Probability density function of B-S distribution 
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Fig. 4.10 Cdf plot for the B-S distribution based on frequency of alcohol intake per 

week.  

The B-S distribution has an upside down curve (n-shaped) for all values of alpha and 

beta. 

4.2.3.4 Goodness of fit. 

The results of pp- plot, QQ- plot, TTT plot, r-squared, K-S test, AIC, are presented. 

The pp-plot  

 
Figure 4.11. The p-p plot based on standardised values 
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The P-P plot compared the empirical cumulative distribution function of a frequency of 

alcohol taking with a theoretical B-S cumulative distribution function. Since the overall 

pattern of Figure 4.11 follows approximately a straight line, then the data followed the 

assumed (B-S) probability distribution.  

The Q-Q plot 

The Q-Q plot, Figure 4.12 compared the quantiles of data of frequency of drinking per 

week distribution with the quantiles of a standardized theoretical distribution from a B-

S family of distributions. The purpose of Q Q plots was to find out if two sets of data 

come from the same distribution. A 45 degree angle is plotted on the Q Q plot, Figure 

4.13; if the two data sets came from a common distribution, the points would fall on 

that reference line. 

 

Figure 4.12. The q-q plot   

 

Fitting the data graphically generates the values of alpha and beta as follows 
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Figure 4.13: Graphical method of testing goodness of fit  

 

Figure 4.13 show Q Q plot (also called normal quantile-quantile (QQ) plot) with a 45 

degree line. The points are not clustered on the 45 degree line at the tails, suggesting 

that the sample data is not normally distributed.. 

 

Figure 4.14 The TTT plot of the BS distribution.  

 

The Total Time on Test Plot (TTT-plot) Figure 4.14, was introduced as a tool for a test 

quantity for testing exponentiality of failure data. For perfectly exponential curve data 
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the plot would be passing through the diagonal drawn from the origin. This plot was 

slightly above indicating that data is not from exponentially distributed population. 

The results of other tests of fit for were given below:  

1. The one sample Kolmogorov-Smirnov test gave a value of D=0.16094 and a c

orresponding p-value of p = 0.00001033.  This shows that the data fits the assu

med distribution significantly well.  

2. R2 = 0.9356703, thus there is 94% correlation between frequency of alcohol ta

king and time to alcoholism.  This indicates that the model/distribution fits the 

data quite well. Frequency of alcohol taking per week is highly correlated to in

cubation period   

3.  Adjusted R2 =0.875, this indicates that adding another variable to the frequenc

y of alcohol taking per week will produce better prediction since adjusted R2 is 

high 88% 

4. The value of AIC is 2.966535. This points that the model fit is good.  

5. BIC has a value of 2.981256 and HQIC giving 2.97247 

The graphs and fit indices all gave good fit for the frequency of alcohol drinking per w

eek   in the theorised B-S distribution.  

4.2.4 Hazard function of B-S distribution 

The hazard function, Figure 4.15 confirms that cdf and pdf is actually B-S distribution.  
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Figure 4.15 hazard curve of the BS distribution for the indicated values. 

The hazard curve above confirms the characteristic of B-S distribution. B-S distribution 

is indeed the model suited to describe time from onset of alcohol taking to becoming 

alcoholic.  

4.3. Hazard of Becoming Alcoholic  

The two main options used in reporting the results of the hazards model are either 

numerical or graphical. Since the proportionality condition/assumption was violated 

then the results were mainly presented graphically.  

Parametric hazard rate was first briefly presented in section 4.2.4 based on B-S 

distribution. Figure 4.16 shows the parametric hazard rate when alpha and beta values 

are the MLE values. The hazard curve is upside down (n-shaped).   
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Figure 4.16. Hazard rate of getting AUD as frequency of drinking per week 

increases 

The hazard rate is increasing as frequency of alcohol taking per week increases up to 

the median or a value near it. Thereafter it stabilises and then declines gradually. The 

associated failure rate is given in Figure 4.17. Graph indicates that as the frequency of 

alcohol taking per week increases so does the risk of becoming alcoholic. The failure 

rate is an increasing curve. 

 

Figure 4.17 Failure rate  
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4.3.1 Probability of becoming alcoholic.  

Probability of acquiring alcoholism was evaluated based on frequency of drinking per 

week and on the time-period over which one has been drinking. These are given in 

Table 4.4 and Table 4.5 respectively.  

Table 4.5. Probability of acquiring AUD with frequency of drinking per week. 

Frequency 

per week 

1 2 3 4 5 7 10 12 15 20 

Probability 

of getting 

AUD  

0.003 

  

0.06 

 

0.167 

  

0.285 

 

0.393 

  

0.569 0.742 0.816 

 

0.889 0.951 

  

Prob in % 0.31 5.96 16.7 28.5 39.3 56.9 74.2 81.6 88.9 95.1 

 

The higher the frequency of drinking the higher the probability of getting AUD. An 

increase in frequency of drinking from once to twice a week raises the chance of 

becoming alcoholic by 20 times. 

Table 4.6. Changes in probability of acquiring AUD with time. 
Time  since 

onset (years) 

1 3 5 10 15 20 30 40 50 55 

Probability 

of  getting 

AUD  

0.00006 

 

0.025 

 

0.096 

 

0.288 

 

0.437 

 

0.548 

 

0.699 

 

0.793 

 

0.855 

 

0.878 

 

Prob in % 0.0059 2.53 9.55 28.8 43.7 54.8 69.9 79.3 85.5 87.8 

 

While the risk is increasing with time since onset of alcohol taking. While continuing 

to drink heavily from year one to year three increases the risk of becoming alcoholic by 

over 400 times.  
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4.3.2 Non-Parametric hazard rate based on measured variables 

Estimated hazard function comparing hazard between males and females  

 

Figure 4.18: Gender based hazard of onset of alcoholism  

 

From hazard plots based on life tables in Figure 4.18, it was noted   that:   

 The hazard for alcoholism was higher for females than for males. 

 For both males and females the hazard of alcoholism had an increasing trend. 

 The hazard obtained by combining males and females was sandwiched between 

that of males (highest overall) and that of females (lowest). 

Survival curves were plotted to compare survival of moderate male and female alcohol 

takers before becoming alcoholic. Survival curves plotted using life table was given in 

Figure 4.19.  
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Figure 4.19: Survival plot for persons who are consuming alcoholic drinks. 

 

It was noted that the survival probabilities for males is higher than for females, which 

means that at any given age the percentage of males who survived was higher than the 

percentage of females who survived. Thus, males who are taking alcohol stay for longer 

before becoming alcoholic compared to females who are drinking.  

4.3.3 Hazard and survival probabilities using the life tables 

Combined hazard and survival graph (Figure 4.20) show that hazard is generally 

increasing with age, survival declines with age.  
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Figure 4.20: Hazard and survival curves 

4.3.4 Logit-Based models for Hazard Function 

By converting probabilities to odds, a scale which is bounded between 0 and 1 was 

transformed into a range from 0 to infinity. The resulting plot was shown in Figure 4.21. 

The curve for odds for females was generally higher than the odds for males but still 

cross at some ages.   

Figure 4.21: Graph of odds  
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Plotting using Logit scale increases the range from negative infinity to positive infinity. 

The resultant graph is in figure 4.22  

                      𝐿𝑜𝑔𝑖𝑡(𝑝) = log (
𝑝

1 − 𝑝
)                                                    4.3  

 

Figure 4.22: Logit curves for the hazard 

 

The behaviour of the non-parametric hazard rate with respect to factors and changes in 

time was given in Figure 4.23. Even though it was not smooth it was comparable to the 

parametric hazard rate in Figure 4.16 

The fact that logit curves crossed one another at some points was a clear indication that 

a given covariate did change over time. This was a violation of major assumption of the 

Cox proportional hazards model. Since this assumption was violated, the simple Cox 

model is invalid, and more sophisticated analyses are required.  

When duration or time since onset of alcohol taking that is how long one has been drin

king alcohol was considered it was found that alcoholism was significantly influenced 
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by the duration, p <.1%. However, drinking for less than one year was not significant a

s illustrated in  the Appendix H.  

 

Figure 4.23. Graph of hazard of alcoholism since onset of alcohol taking 

 

4.3.5 Effect of age at onset of alcohol consumption on hazard function 

Age at onset is one of the key predictors of alcoholism mentioned in literature. Its effe

cts on the hazard function were assessed and reported as follows:  By using age at ons

et as the sole predictor it was notable that starting to consume alcohol under age of 12 

years, and ages between 13 to15 years and 16-19 years one was most likely to get into 

problems with alcohol use, p< .1% .This is illustrated in Table 4.7. Note that ageonset 

refers to age at onset of alcohol taking 
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Table 4.7: Parameter estimates for different ages for onset of alcohol taking. 

Factor  Estimate Std. Error z value       Pr(>|z|)     

 (ageonset < 12) -0.7538 0.1621 -4.651  0.00000329607 *** 

(ageonset 13-15) -0.9337 0.1563 -5.972  0.00000000234 *** 

(ageonset 16-19) -0.6931 0.1987 -3.489       0.000485 *** 

(ageonset 20-24) -0.4055 0.2440 -1.662       0.096530 

(ageonset 25-30) -0.3973 0.2019 -1.967       0.049145 *   

(ageonset 31-35) -0.6190 0.3315 -1.867       0.061845 .   

(ageonset >35) -0.8109 0.3005 -2.699       0.6956 ** 

. 

4.3.6 Effect of Gender on hazard function 

When gender was used as the baseline it was noticeable that being diagnosed as alcoh

olic was significant for male p< 0.1% as shown in Table 4.8 

Table 4.8. Parameter estimates for gender  

Factor  Estimate   Std. Error  z value Pr(>|z|)   

Gender (Female)0 0.1245 0.1506 0.826     0.409     

Gender (Male)1 -0.9951 0.0937  -10.620    <2e-16     *** 

 

The results of comparing hazards showed that females had a higher baseline hazard 

than males as shown in Figure 4.24. When factors were added one after the other to the 

baseline model the lines, bumps appear on both lines, Figure 4.25. Figure 4.26 shows 

that distortions are largest when all factors are added into the baseline model. 
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Figure 4.24. Comparing hazard between males and females 

The bumps are more pronounced in females than in males. At a given age of onset some 

factors increased hazard while others decreased it. A factor had different effect on an 

individual depending on the age at onset. 

 

  

Figure 4.25 Effect of adding socio-cultural factor to the baseline model.  
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Figure 4.26 Effect on hazard after adding all the factors to age at onset (baseline) 

 

When the baseline was changed to time since onset (the duration an individual has been 

drinking) the pattern changed as shown in figure 4.27. The dotted line is the baseline. 

  

Figure 4.27. Effect on hazard after adding all the factors to baseline model 

 

The effect of factors on hazard are more pronounced for those who have been drinking 

over long period of time as observed from Figure 4.27. In addition, females were more 

affected than males. Repeating the same process with one factor at a time the results 

produced patterns shown in figures 1 to 8 the appendix C. 
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Economic status, personality, drinking habits and patterns and peer influence had the 

greatest impact on hazard in the long run. While environment, socio-cultural, family 

and family attention and age at onset had low impact on hazard over long term.    

4.3.7 Models based on measureable variables.  

In this section results of model fitting are presented. Three baseline models 

characteristics were discussed. These are based on (a) the period since onset of alcohol 

taking (duration of drinking), (b) age in the year of diagnosis and (c) age of onset of 

alcohol consumption. 

(a) In the model where the period since onset of alcohol taking (duration of 

drinking) was taken as the baseline (Model A) it was notable that: There was no 

detectable statistical significance in the first year of alcohol taking with respect 

to one becoming alcoholic.  The effect of duration on alcoholism was significant 

from two years since onset of alcohol taking all through to the 27th year (p< 

.1%).  (27 years was the longest duration before onset of alcoholism). This 

statistical significance rose higher five years after onset.   

(b) When age in the year of diagnosis was used as the baseline model (Model B) it 

was noted that; Ages 14years through to 37years were highly significant (p< 

.1%). Thus being diagnosed as alcoholic was highly likely for persons of the 

ages 14-37. Those aged below 14 years and those over 40 years old had little 

chance of being detected as alcoholic at, p=.1% significance level. See 

Appendix G2 

(c) When age of onset of alcohol consumption was used in the baseline model 

(Model C); high statistical significance (p<  .1%) started right from age of 10 

years all the way to the age of 31 years was noted.  
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(i) Effect of adding all measurable variables to the baseline model (Model 

A).  

When all variables were added to the baseline model (Model A), statistical significance 

changed. Variables such as happiness in the house, type of house where one lives, 

number of alcohol selling points in the vicinity were fairly significant (p<5%). Gender 

was extremely significant (p<  .1%). Other variables such as knowledge about dangers 

of excessive alcohol consumption and ignoring them, frequency of drinking, ones’ 

religion and perception of alcohol raising ones’ confidence were less significant (p> 

.1% ). AIC in model A* declined compared to that of model A as shown in Table 4.8. 

Table 4.9. Comparing fit indices between baseline model and model A* 

 

The R program version of Model A* is represented below. The acronyms used in the 

model are explained in Appendix E2 

Model A*   glm(formula = event ~ factor(PERIOD) - 1 + act_rel + adalc +      a

lc_hme + ageonset + alc_law + am_hse + app_frd + bsf_drn +  cel_soc + com_

cer + dang_ex + emp_bis + fam_gath + fe_risk +  fred + freq + Gender + gene 

+ hap_hse + hero_ex + high_edc + hse_type + job_ex + joints + las_drnk + lov

_feel + mar_sta +  neighb + p_educ + pa_liv + peer_dr + quanty + race + relig

n +  self_con + sib_drn + sport + stre_wrk + typealc, family = binomial(logit),     

data = fox) 

  

Measures of fit Base- line model (Model A) Model A* 

Residual deviance 2000.3 1912.2 

AIC 2096.3 2086.2.   

Degrees of freedom  11386 11347 
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(ii) Effect of age at onset of alcohol taking (Model C) 

When all variables were added to the baseline model (Model C), only ages 10, 11 and 

16 years were statistically significant (p< .5%). All the other ages gave no statistical 

significance with respect to experiencing alcoholism in the presence of other variables. 

Variables such as being active in religious matters, ones’ religion and gender are 

significant in predicting alcoholism, (p<.1%).  Gender and being active in religious 

activity were highly significant (p< .1%).  AIC in model C* declined compared to that 

of model C as shown in Table 4.9. 

Table 4.10. Comparing fit indices between baseline model and model C* 

Measures of fit Base- line model (Model C) Model C* 

Residual deviance 2260.5 2166 

AIC 2314.5 2296 

Degrees of freedom  11407 11347 

 

The R program version of Model C* is represented below. The acronyms used in the 

model are explained in Appendix H 

Model C*   glm(formula = event ~ factor(years.onset) - 1 + act_rel + adalc +  alc_h

me + ageonset + alc_law + am_hse + app_frd + bsf_drn + cel_soc + com_cer + da

ng_ex + emp_bis + fam_gath + fe_risk + fred + freq + Gender + gene + high_edc 

+ hero_ex + hap_hse + hse_type + job_ex + joints + las_drnk + lov_feel + mar_sta 

+ neighb + p_educ + peer_dr + pa_liv + quanty + race + relign +  self_con + sib_d

rn + sport + stre_wrk + typealc, family = binomial(logit),     data = fox) 
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(iii) Most parsimonious model (Model A**). 

When model A* was subjected to stepwise with backward shift model selection method 

using the Rcmdr package in RStudio applying AIC criterion, the final model selected 

contained the following measureable variables:  Gender, ignoring dangers of excessive 

drinking, excessive alcohol taking running in the family, education level of the alcohol 

taker, religion, stress at work place, what parents do for a living, amount of alcohol 

ordinarily drunk per session and love for feeling of being drunk. The coefficients in 

model A** are listed in Table 4.12.  The AIC reduced to 890.7 as shown in Table 4.11.  

Table 4.11. Comparing the model fit indices for the three models  

Measures of fit Model A Model A* Model A** 

Residual deviance 2000.3 1912.2 870.7 

AIC 2096.3 2086.2.   890.7 

Degrees of freedom  11386 11347 754 

 

Table 4.12 Coefficients for variables in model A** 
Variable (Intercept) dang_ex Gender gene high_edc lov_feel pa_liv quanty  relign       stre_wrk   

coefficient   1.295 -0.418 -1.248 -0.395 -0.224 -0.367 -0.407 0.417   0.166   0.406   

 

The acronyms are as explained in Appendix E2 

4.3.8 Models based on Factors 

These are models based on one or combination of nine factors that were generated from 

the measurable variables discussed in section 4.1, namely: gender, peer pressure, 

personality, family and family attention, economic status, socio-cultural, drinking 

habits and patterns, age at onset of alcohol taking and environment/structural setting. 
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i. Baseline model (Model D ) 

The baseline model consisted of period (duration from onset of alcohol taking to 

diagnosis) in years as the only factor.  All the years, starting from one year after onset 

of alcohol taking were significant, (p < .1%).    

ii. Model D*.  Adding gender to baseline model. 

Gender was highly significant (p< .1%), period 0 is still nonsignificant, while period 1 

now becomes less significant (p< 5%).   

iii. Model D**. Full model: All factors fitted in the model. 

Gender and personality were significant as were periods except for period 0 and 1 (p< 

.05) 

AIC declined as factors were added to the baseline model. It was lowest in full model. 

Change in the AIC for models Model D, Model D* and Model D** was given in Table 

4.13. 

Table 4.13. Comparing the model fit indices for the three models  

 

 

 

 

  

Measures of fit Model D Model D* Model D** 

Residual deviance 2254.6 2226.5 1360.6 

AIC 2354.6 2328.5 1588.6 

Degrees of freedom  11705 11704 11641 
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The coefficients of the risk factors were presented in Table 4.13.  

  Table 4.14: Coefficients of risk factors of alcoholism  

Factor coefficients Exponentiated coefficient significance 

Gender  -0.90547         4.043528e-01 0.001  *** 

   Age at onset  -0.00036 9.996400e-01  0.45 

Peer influence 0.03151 1.032008e+00              0.23 

personality -0.17811 8.368504e-01              0.05  * 

Socio-cultural 0.10544 1.111194e+00 0.14 

Economic-status      -0.11733 8.892891e-01              0.07 

Environ/Structural        0.10581 1.111609e+00              0.33 

Family attention -0.08603 9.175645e-01 0.17 

Drinking habit and 

pattern 

-0.02543 

 

9.748896e-01 0.92 

 

4.4 Projections of alcoholism incidences in Kenya  

Secondary data on cases of morbidity from alcoholism was cleaned from errors of 

commission and omission were corrected after consultation and then aggregated, see 

Table A.1 and Table A.2 in Appendix A. Morbidity data contained cases of the disease 

conditions which are by definition alcohol-attributable (AAF = 100%) as listed in 

Appendix A. 

4.4.1 Alcoholism incidences reconstructed using logistic model 

The glm model that was applied is as in equation 3.18. The model with the lowest AIC 

(45.2) and residual deviance (124.1) was, 

�̂� = 13.362 − 1.382 ∗ 𝑡 + 0.00196 ∗ 𝑒𝑥𝑝(3.5 ∗ 𝑡 − 𝑑) − 0.00033 ∗ 𝑡 ∗ 𝑒𝑥𝑝(3.5 ∗ 𝑡 − 𝑑)      4.4                             

𝑤here  𝑑 = 𝑡^.1 

The predicted values of incidences of alcoholism are given in Table 4.15. 
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Table 4.15: Predicted and observed incidences of alcoholism from 2014 to 

September 2019.   

Year   

Observed  (𝒚) Projected (�̂�) 𝒚 − �̂� (𝒚 − �̂�)𝟐 

(𝒚 − �̂�)𝟐

�̂�
 

2014 9 11.99996 -2.99996 8.99976 0.749983 

2015 19 11.09008 7.90992 62.56683 5.641694 

2016 14 20.9297 -6.9297 48.02074 2.294383 

2017 261 258.871 2.12896 4.532471 0.017509 

2018 4091 4091.159 -0.15869 0.025183 6.16E-06 

2019 2237a 2237.898 -0.898 0.806404 0.00036 

Total  6631 6632   8.7039 

 

a This value relates to the period ending September 2019. No adjustments were made 

to account for the remaining quarter of the year. 

Comparing prediction incidences to the reported alcoholic cases gave a deviation of 

8.70.  𝜒2(6, N=6631)=8.70, p <.05, thus the predicted of the number of alcoholics 

(6632) did not differ significantly from the reported cases of diagnosed alcoholics 

(6631). The curves fitted using observed and projected values is given in Figure 4.28. 

The fit was quite good. 
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Figure 4.28: Observed and predicted curve of incidences of alcoholism 

Short term projections (based on annual cases) of incidences expected to be diagnosed 

and admitted in various health centres locally gave negative value. This was 

unexpected.  The remedy was to base projections on quarterly incidences (discussed in 

section 4.4.3). Back-projection was done using discrete approximation on the values of 

diagnosis to get the corresponding cases of alcohol user initiates.  

4.4.2 Back-projected alcohol using initiates.  

This was based on the operationalisation of equations 3.22, 3.23 and 3.24. First, 

probability matrix [(𝑓(𝑗, 𝑖))] was determined using equation 3.24. The values of 

𝛼 𝑎𝑛𝑑 𝛽 used were alpha = 0.93617 and beta = 10.8877. The resultant matrix, 

[(𝑓(𝑗, 𝑖))] was an upper triangular matrix with elements zero in the lower triangle 

(below the leading diagonal).  It was inverted and multiplied with the column matrix of 

the number of alcoholics reported between 2014 to September 2019. These risky 

alcohol users were expected to give rise to the alcoholics projected. Two predictions 

give negative values. This is one drawback of back-calculation method.  
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4.4.3 Incidences and Projections of Alcoholics for each quarter year 

The logistic model with the least AIC and lowest Residual deviance was 

 �̂� ~ 𝑡 ∗ (1 +  +𝑒𝑥𝑝(−(7/3) ∗ 𝑡 + (𝑡^0.25))) 

AIC = 72.98 and Residual Deviance =3313, Null deviance =166100 

The data on morbidity (Table.A2 in the appendix) was fitted as a glm model using the 

formula described in equation 3.18. The resultant equation is shown below.  

�̂� = 3457 − 123.2𝑡 + 7.101 ∗ 𝑒𝑥𝑝(− (
7

3
) ∗  t + (t0.25)) − 4.224e + 19 ∗ t

∗  exp(−(7/3)  ∗  t + (t^0.25)) 

On fitting the data in the model the predictions were compared to the reported 

incidences of alcoholics. The fitted values were compared to the reported ones in Table 

4.16.  

Table 4.16 Predicted and observed annual incidences of alcoholism  

Year 2018 

:Q1 

2018 

:Q2 

2018 

:Q3 

2018 

:Q4 

2019 

:Q1 

2019 

:Q2 

2019 

:Q3 

Total  

Observed 

(y) 1005 1014 1070 1002 835 787 607 

 

6320 

Projected 

(�̂�) 1002 1013 1075 987 869 747 623 

 

6315 

𝒚 − �̂� 

3 1 -5 15 -34 40 -16 

 

𝒚 − �̂�

√�̂�
 

0.095 0.031 -0.153 0.4775 -1.153 1.4635 -0.641 

 

0.12 

(𝒚 − �̂�)𝟐

�̂�
 0.009 

0.001 0.0233 0.228 1.33 2.142 0.4109 

 

4.1442 

𝑻𝒊𝒎𝒆  
17 18 19 20 21 22 23 
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The Pearson statistic is 4.1442. Now 𝜒2(6, N=6320) = 4.14, p <.05, indicating that the 

predicted number of alcoholics is not significantly differently from the number of 

observed or alcoholics diagnosed.  

The projected and observed alcoholism incidences were plotted on the same axes as 

given in Figure 4.29.  

 

Figure 4.29: Quarterly observed and predicted curve of incidences of alcoholism  

 

Using the results of curve fitting short term projections were made up to June 2020.  

Table 4.17: Projections of alcoholics between Jan 2018 and June 2020.    

Year  2018 

Q1 

2018 

Q2 

2018 

Q3 

2018 

Q4 

2019 

Q1 

2019 

Q2 

2019 

Q3 

2019 

Q4 

2020 

Q1 

2020 

Q2 

Total 

Back-

projection 

1002 1013 1075 987 869 747 623 500 377 254 7447 

 

Between 2018 and mid 2020 more than 7000 alcoholics are expected to have been 

reported diagnosed and admitted in various health centres locally.   

Back-projection was done using discrete approximation on the values of diagnosis to 

get the corresponding cases of alcohol user initiates. First, probability matrix [(𝑓(𝑗, 𝑖))] 

was determined using equation 3.24. The values of 𝛼 𝑎𝑛𝑑 𝛽 were determined modified 
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moment method.  Alpha = 0.20433 and beta = 15.34. The resultant matrix was an upper 

triangular matrix with elements zero in the lower triangle below the leading diagonal. 

The number of alcoholics predicted from 2018:Q1 to 2019:Q3 is given in Table 4.18.  

 Table 4.18: Back-projection of new risky alcohol users   

Year  2018 

Q1 

2018 

Q2 

2018 

Q3 

2018 

Q4 

2019 

Q1 

2019 

Q2 

2019 

Q3 

Total  

Back-

projection 

-16 3575 4259 3710 3150 2654 2192 19525 

 

 A total of approximately 19,500 persons had been inducted into risky alcohol taking 

between January 2018 and September 2019. Projection for first quarter 2018 is negative 

which, is one of the shortcomings of back-projection. However the cumulative total 

give a fair view of the evolution of new alcohol users. There were over twenty two 

thousands new risky alcohol users are expected by end of June 2020 as given in Table 

4.19. 

Table 4.19: Back-projection of new risky alcohol users up to June 2020.  

Year  2018 

Q1 

2018 

Q2 

2018 

Q3 

2018 

Q4 

2019 

Q1 

2019 

Q2 

2019 

Q3 

2019 

Q4 

2020 

Q1 

2020 

Q2 

Total 

Back-

projection 

-16 3485 4169 3620 3060 2564 2102 1670 1251 840 22745 

 

4.5 Discussions  

Path analysis showed that nine risk factors (drinking habits and patterns, age at onset, 

gender, personality, peer influence, family and familiar attention, economic, socio-

cultural and environment) caused alcoholism as illustrated by favourable fit indices. 

Some factors for example, gender acted directly and also through drinking habit and 

pattern. This is in agreement with work by several researchers. However, there was no 
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agreement on the combination of risk factors that cause alcoholism and the use SEM in 

their analysis was also limited. For example, without use of SEM ICAP (2009) 

described how social-economic, environment determinants, individual characteristics 

and genetic disposition interacted to influence drinking choices which in turn formed 

drinking patterns which gave produced drinking outcome. Drinking outcome again 

informed patterns and choices. Tripathy et al. (2018) used SEM to identify the risk 

factors though in diabetes. They identified five variables including alcohol use as the 

key drivers of diabetes.  

Time from onset of alcohol taking to diagnosis with alcoholism was modelled using B-

S distribution (𝛼 =0.77 [CI: 0.68, 0.85] and 𝛽 = 6.13 [CI: 5.44, 6.83]. The use of B-S 

distribution was justified based mechanism by which data on alcoholism is generated, 

Becker (1990). There was evidence of damage to cells and body tissues due to 

prolonged excessive alcohol use. The use of B-S distribution in other failure time cases 

have been illustrated in the literature review. There was no evidence of study of time to 

alcoholism using any failure time model by the time of this write up. Time to alcoholism 

has mainly been survey based.   

Probability of becoming alcoholic was evaluated as a function of frequency of drinking 

per week and later as a function of time since onset of risky alcohol taking. In both 

cases probability increased both with frequency and with time since onset.  

The parametric hazard function of alcoholism obtained was n-shaped. The non-

parametric hazards model based on measured variables violated proportional condition 

in Cox proportional hazards model. Indicating some variables changed with time. More 

complex techniques were needed to do analysis. Factor resultant based model described 
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by equation 3.5 showed that different factors affected the hazard of becoming alcoholic 

differently and females had higher hazard of becoming alcoholic than males.  

Gender and personality were highly significant in influencing alcoholism. Hazards rate 

of females was higher than that of males.  Findings on gender difference in alcoholism 

is well documented with biological and psychological reasons being used to explain 

this difference. For example Horihan (2014), Walter et al. (2005) among others found 

gender difference on effects of alcohol.  

The glm predicted 6632 incidences which did not differ significantly from 6631 

reported alcoholic cases 𝜒2(6, N=6631) =8.70, p < .05. Back-calculation method was 

applied in making projections, estimating the trend patterns of incidences of both 

alcoholism cases and onset of risky alcohol taking using the morbidity data. Locally, 

these estimates have been survey based. For example, NACADA in undated survey 

article on alcohol and drug use in students found a 23.4% prevalence rate, NACADA 

(n.d.). More recently NACADA estimated that there were 2.65 million drug users in 

Kenya, (Wambui, 2015).  
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CHAPTER FIVE: SUMMARY, CONCLUSION AND RECOMMENDATIONS 

5.0 Summary  

The main purpose of this study was to analyse the structural relationship between 

alcoholism and its risk factors and model alcoholism as a non-communicable disease. 

The specific objectives were to: Analyse the structural relationship between alcoholism 

and its risk factors, model incubation period of alcoholism, evaluate hazard rate of 

alcoholism and make projections for incidences of alcoholism in Kenya. A cross-

sectional study which applied multistage stratified sampling method was done in seven 

counties and the results were discussed. 

5.1 Conclusions  

The nine risk factors (gender, personality, age at onset, peer influence, family and 

family attention, economic status, social-cultural, environment, and drinking habits and 

patterns ) fitted fairly well in the hierarchical SEM alcoholism model as indicated by 

the indices that were within their respective favourable ranges. RMSEA and SRMR 

were within acceptable limits; while TLI, and CFI were slightly below their cut-offs.  

Factors describing personality included love of feeling drunk, drinking promoted self-

confidence, drinking excess alcohol showing one is a hero, and ignoring warning about 

dangers of excessive drinking. Family and family attention was linked to 

parents/guardian/siblings drinking alcohol, marital status and happiness, peace, fun or 

joy at home. Socio-cultural was linked to involvement in sports, race, involvement in 

religious activities and community having occasions/ceremonies where alcohol taking 

by all was permitted.  

Based on biophysical foundation (where the process of alcohol taking to alcoholism 

mirrors the way B-S distribution is derived) and the goodness of fit indices, the B-S 
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model fitted the data well with adjusted R2 =0.88. In addition parametric hazard 

function was an upside-down curve confirming that incubation period distribution was 

best modelled using B-S distribution.  

Probability of becoming alcoholic increased with increase in frequency of drinking per 

week and with time the duration one had been taking alcohol. While gender and 

personality had the largest influence on hazard rate (p< .1%), hazard rate for males was 

lower than that of females. Hazard for males and females becoming alcoholic varied 

with age and each was affected by factors differently.  

Logistic model based projections were not significantly different from observed cases 

𝜒2(6, N=6631) =8.70, p < .05. It was Back projected that over 19,000 persons were 

expected to have initiated alcohol use between January 2018 and September 2019, 

rising to 22000 by mid- 2020. Availability of more accurate data especially on 

morbidity, knowledge of reporting delays would help to generate more accurate 

predictions. 

5.2 Recommendations:  

Further research 

1. Interaction, mediation and confounding effects among the nine risk factors 

discussed should be investigated.  

2. Research involving spatial regression analysis be done to get a picture of how 

alcoholism morbidity and mortality vary in different counties/geographical 

regions. Spatial modelling could be done to show the regional variation and 

trends.  
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Policy   

1. Focus on sensitizing females to cut the volumes of alcohol taken and also initiate 

programs targeting to reduce the number of young men starting to take alcohol.  

2. Use the information on risk factors to design factor based prevention programs 

and apply projections to make provisions for the future health needs. 
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APPENDICES 

Appendix A: Disease Conditions Associated With Alcohol As Coded In ICD-10  

 Disease conditions which are by definition alcohol-attributable (AAF = 100%) 

 E24.4 Alcohol-induced pseudo-Cushing’s syndrome 

  F10 Mental and behavioural disorders due to use of alcohol  

 F10.0 Acute intoxication  

 F10.1 Harmful use  

 F10.2 Dependence syndrome 

 F10.3 Withdrawal state  

 F10.4 Withdrawal state with delirium  

 F10.5 Psychotic disorder 

 F10.6 Amnesic syndrome 

 F10.7 Residual and late-onset psychotic disorder  

 F10.8 Other mental and behavioural disorders  

 F10.9 Unspecified mental and behavioural disorder  

 G31.2 Degeneration of nervous system due to alcohol  

 G62.1 Alcoholic polyneuropathy  

 G72.1 Alcoholic myopathy  

 I42.6 Alcoholic cardiomyopathy  

 K29.2 Alcoholic gastritis  

 K70 Alcoholic liver disease  

 K70.0 Alcoholic fatty liver  

 K70.1 Alcoholic hepatitis  

 K70.2 Alcoholic fibrosis and sclerosis of liver  

 K70.3 Alcoholic cirrhosis of liver  

 K70.4 Alcoholic hepatic failure  

 K70.9 Alcoholic liver disease, unspecified  

 K85.2 Alcohol-induced acute pancreatitis  

 K86.0 Alcohol-induced chronic pancreatitis  

 O35.4 Maternal care for (suspected) damage to foetus from alcohol  

 P04.3 Foetus and new-born affected by maternal use of alcohol  

 Q86.0 Foetal alcohol syndrome (dysmorphic)  
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 R78.0 Finding of alcohol in blood  

 T51 Toxic effect of alcohol  

 T51.0 Ethanol  

 T51.1 Methanol  

 T51.8 Other alcohols  

 T51.9 Alcohol unspecified  

 X45 Accidental poisoning by and exposure to alcohol  

 X65 Intentional self-poisoning by and exposure to alcohol  

 Y15 Poisoning by and exposure to alcohol, undetermined intent  

 Y90 Evidence of alcohol involvement determined by blood alcohol level 

Note: ICD codes in italics represent sub-codes within a main code of classification. 

Table A.1 Mortality and morbidity of alcoholics in Kenya 2013-2019 

morbidity mortality 

year females  males total time  year 

Males 

 

Females Grand   

total 

2013    0 2013 1318 278 1596 

2014 4 5 9 1 2014 1579 339 1918 

2015 8 11 19 2 2015 1474 291 1765 

2016 4 10 14 3 2016 1073 265 1338 

2017 60 201 261 4 2017 1152 217 1369 

2018 955 3136 4091 5 2018    

2019 495 1742 2237 6 2019    

     Total  6596 1390 7986 

 

Table.A2: Reported diagnosed cases of alcoholism from 2014 to September 2019 

Year  

2014: 

Q1 

2014: 

Q2 

2014: 

Q3 

2014: 

Q4 

2015: 

Q1 

2015: 

Q2 

2015: 

Q3 

2015: 

Q4 

Total    1 1 4 3 2 1 8 8 

Time  1 2 3 4 5 6 7 8 
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year 
2018:Q1 

2018:Q2 2018:Q3 2018:Q4 2019:Q1 2019:Q2 2019:Q3 

total  
1005 

1014 1070 1002 835 787 607 

Time  
17 

18 19 20 21 22 23 

 

  

year 

2016:

Q1 
2016:

Q2 

2016:

Q3 

2016:

Q4 

2017:

Q1 

2017:

Q2 

2017:

Q3 

2017:

Q4 

total  
2 

4 2 6 14 21 10 216 

Time  
9 

10 11 12 13 14 15 16 
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Appendix B: Traditional Sir Model And Proposed Model Of Alcoholism    

 

 

Figure AB.1 Traditional SIR alcoholism model showing the spread of alcoholism 

through interaction 

Progression/ stages to alcoholism diagram. 

  This study focused on the process figuratively represented below                                                                                    

                       (Alcohol abuse start time) X                                                                                                                                                               

‘                                                                                                 T                 (diagnosis) 

Z 

     Calendar time                                                                        Incubation period                                  

Figure AB.2 Progression to alcoholism showing the incubation period of alcoholism                                          

  

Removed / Dead / Abstinent 

(R) 

Susceptible/ Social Drinker 

(S) 

Alcoholic 

(I)      
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Appendix C: Graphical display of effects of factors on hazard. 

 

 

   Fig 1. Effect of adding age onset                           Fig 2.     Effect of adding socio-cultural          

 

 

Fig 3.     Effect of adding peer influence                Fig 4. Effect of adding environment 

  

Fig 5. Effect of adding drinking habits 

and patterns         

Fig 6.     Effect of adding personality 
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Fig 7.   Effect of adding economic status                 Fig 8. Effect of adding family attention 

 

    

                                                               

 

  

        

 

 

 

 

 

 

 



137 

 

 

 

Appendix D.  Data Collection Matrix: Sampled Counties and Sub-Counties 

 The conceptual SEM model had 12 observable variables. If p is the number of 

observed variable in a model, then the number of estimated parameters cannot 

be more than p(p+1)/2. Civelek (2018). 12(13)/2 =78. The sample size was 10 

times the number of parameters that could be estimated, (Jayaram, Kannan, & 

Tan, 2004).  78x10=780 sample size 

 The pilot sample size of 200 was based on the minimum size of a sample in 

SEM, (Celik & Yılmaz, 2013). 

Rural areas  

County  Sub-counties Total  

Nakuru  Gilgil  Molo  Subukia  Rongai  Naivasha  35 

Nyeri  Mathira  Kieni  Othaya  Municipality  mukurweini 35 

Kiambu  Thika  Limuru  Kikuyu  Githunguri  Kiambaa  35 

Kirinyaga  Central  Mwea  Ndia  Gichugu  35 

Nyandarua  Engineer  Ndaragwa  Kipipiri  Ol kalau Kinangop  35 

Uasin 

Gishu 

Kesses Soy Moiben  Ainakboi Turbo  35 

      210 

Urban centres  

County  Main towns or sub-counties   Total 

Nairobi  Kibra  Eastleigh  CBD Kayole  Majengo  Bururburu  kawangware Karen/lang

ata   

100 

Nakuru Nakuru  Molo  Naivasha  Gilgil  Subukia  Njoro  Maimahiu  Salgaa  70 

Nyeri  Nyeri  Karatina  Kirichu  Mweiga  Othaya  Chaka  Mukurweini  kiamariga 70 

Kiambu  Kiambu  Limuru  Kiambaa  Ruiru  Githurai  Juja  Githunguri  Kikuyu  70 

Kirinyaga  Kerugoya  Sagana  Kutus  Kagio  Kagumo  Baricho Kianyaga  Kianjagi  70 

Nyandarua  Olkalau  Engineer  Njabini  Flyover  Shamata  Gwa kungu Wiyumiririe nyahururu  70 

Uasin Gishu Eldoret Kesses  Burnt 

Forest 

Moi’s 

Bridge 

Matunda Turbo Chepiteret Jua kali 70 

 1 2 3 4 5 6 7  520 

Rehabs Total Respondents pecounty 

Seria

l  

County  Male

s  

Females  Total   County  Number of 

respondents 

1 Nakuru  8 2 10  Nakuru  115 

2 Nyeri  4 1 5  Nyeri  110 

3 Kiambu  8 2 10  Kiambu  115 

4 Nyandarua  4 1 5  Nyandarua  110 

5 Kirinyaga  4 1 5  Kirinyaga  110 

6 Uasin 

Gishu  

3 2 5  Uasin 

Gishu  

110 

7 Nairobi  8 2 10  Nairobi  110 

Total   39 11 50  Total  780 
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Appendix E: Questionnaire on Alcoholism.  

 

THE QUESTIONNAIRE.      Serial No……… 

Age and Gender 

     M       F    1. Gender: 

2. Age:  ……… 

<15      16-19   20-24      25-30    31-35    36-45    >45 

 

3. Race:      African            Others       

4. Religion.   

Christian ( Catholic)     Christian (Protestant)     Muslim      Others 

  

5. Classify the neighbourhood you live in.  

 low or  slums       middle         Very rich 

   
6. State your  highest education level              

No formal education                

Completed primary school or less            

Partially attended secondary school                            

Completed secondary school                    

Partially attended college or university                       

Completed college or degree                      

7. What is your marital status? 

Single      separated or divorced     widowed     Married       

8. When did you last take alcoholic drink? 

Within this week  within last week    within 30 days but more than 1 

week ago       within the last year but not in the 30 days ago   Not in past 

year      

9. What do your parents/ guardians do for a living? Mark only one box.  

Domestic worker            
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Farmer                   

  
Employed or self-employed               

  
Own business                    

  
10. At what age did you take alcoholic drink for the first time? :………. 

 <12      13-15    16-19    20-24      25-30     31-35      >35 

 
 

11. State the highest education level  for your parent or guardian        

Completed primary school or less                 

Partially attended secondary school                           

Completed secondary school                   

Partially attended college or university                       

Completed college or degree                     

12. How often do you take alcoholic beverage?   

Every day     3-4 times a week       Once or twice a week   

  Once a month         Occasionally      

13. What type of alcoholic drink do you normally take?   

Beer    Spirits   Second generation spirits    wine    others 

name ….. 

14. During the last 30 days, how many drinks did you normally take in a single 

occasion?   

>12     8-11        5-7        3-4       1-2         None    

15. How many alcohol selling outlets are near (less than 1 km) your place of 

residence? 

More than 10      5-10           1-4          None       

Family, friend, experience and responsibilities. Tick one   

 Yes   No 

16. Most of my friends drink when we are together.   

17.  I approve of my peers drinking behaviour   

18.  I drink as a way to celebrate, socialize or for fun   
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19. I love the feeling of being drunk/ high   

20.  My parent/guardian/siblings drink alcohol    

21.  Family gatherings involve alcohol taking.    

22.  I see alcohol adverts during watershed hour   

23.  Community has occasions/ceremonies  where alcohol taking  

by all is permitted 

  

24.  I ignore warning about dangers of excessive drinking of 

alcohol 

  

25.  Alcohol is available at home   

26. My best friend drink alcohol   

Give your views about some matters on why you continue taking 

alcohol 

Yes  No  

27. I don’t fear getting in the ‘risky’ behaviour    

28. Excessive alcohol taking runs in our family   

29. I approve my friends drinking behaviour   

30.  I have stress or difficulties in at work place   

31.  Drinking alcohol promotes self-confidence   

32.  Drinking excess alcohol shows you are a hero   

33.  Alcohol related laws and enforcement are weak    

34.  Job/occupation/daily activity expose me to alcohol   

Give your view on the following issues about you and where you spend most of the 

time.   

 Yes  No  

35. Your house has  basic amenities such as clean piped water and 

electricity 

  

36. I am employed  or in business   

37. There is happiness, peace, fun or joy at home    

38. I am  involved in sports    



141 

 

 

 

39. I am active in religious activities   

40. We live in a permanent house   

41. Do you have problems with alcohol?   

42. Has a doctor or family member advised you to stop drinking 

alcohol 

  

 

43. How old were you when you were diagnosed as having problems with alcohol?  

…… 

Never      <15    16-19    20-24      25-30     31-35      >35 

 

The end.  Thank you 
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Appendix E1: Key to coding used during analysis and model formation 

S/

N 

Acronym  Item 

No  

measurable variable represented in the questionnaire 

1 act_rel  I am active in religious activities 

2 adalc  I see alcohol adverts during watershed hour 

3 alc_hme  Alcohol is available at home 

4 ageonset  At what age did you take alcoholic drink for the first time? 

5 alc_law  Alcohol related laws and enforcement are weak 

6 am_hse  Your house has  basic amenities such as clean piped water and el

ectricity 

7 app_frd  I approve my friends drinking behaviour 

8 bsf_drn  My best friend drink alcohol 

9 cel_soc  I drink as a way to celebrate, socialize or for fun 

10 com_cer  Community has occasions/ceremonies  where alcohol taking  by 

all is permitted 

11 dang_ex  I ignore warning about dangers of excessive drinking of alcohol 

12 emp_bis  I am employed  or in business 

13 fam_gath  Family gatherings involve alcohol taking 

14 fe_risk  I don’t fear getting in the ‘risky’ behaviour 

15 fred  Most of my friends drink when we are together. 

16 freq  How often do you take alcoholic beverage?   

19 Gender  Gender 

20 gene  Excessive alcohol taking runs in our family 

21 hap_hse  There is happiness, peace, fun or joy at home 

22 hero_ex  Drinking excess alcohol shows you are a hero 

23 high_edc  State your  highest education level 

24 hse_type  We live in a permanent house 

25 job_ex  Job/occupation/daily activity expose me to alcohol 

26 joints  How many alcohol selling outlets are near (less than 1 km) your p

lace of residence? 

27 las_drnk  When did you last take alcoholic drink? 

28 lov_feel  I love the feeling of being drunk/ high 

29 mar_sta  What is your marital status? 

30 neighb  Classify the neighbourhood you live in 

31 p_educ  State the highest education level  for your parent or guardian 

32 pa_liv  What do your parents/ guardians do for a living? 

33 peer_dr  I approve of my peers drinking behaviour 

34 quanty  During the last 30 days, how many drinks did you normally take 

in a single occasion?   

35 race 3 Race  

36 relign 4 Religion 

37 self_con  Drinking alcohol promotes self-confidence 

38 sib_drn  My parent/guardian/siblings drink alcohol 

39 sport  I am  involved in sports 

40 stre_wrk  I have stress or difficulties in at work place 

41 typealc  What type of alcoholic drink do you normally take?   
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Appendix F: Effects Of High Risk Drinking The Body Of A Drinker 

 

Figure AF.1 Effects of high risk drinking. (Adapted from Nacoa, n.d.) 
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Appendix G: Multilevel Models Of Alcoholism.  

 

 

Figure G1. Hierarchical model.  Multi-level model Risk factors of alcohol initiation 

with environment playing a modifier role. adapted from Hassan (2013) 

 

 

Figure G2. Six level model, adapted from “Lecture 1” (n.d.).  

𝐺𝑒𝑛𝑒𝑡𝑖𝑐 𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑛𝑡𝑠   

𝐼𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠

𝑆𝑜𝑐𝑖𝑎𝑙

− 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑓𝑎𝑐𝑡𝑜𝑟𝑠 

𝑬𝒏𝒗𝒊𝒓𝒐𝒏𝒎𝒆𝒏𝒕𝒂𝒍 𝒇𝒂𝒄𝒕𝒐𝒓𝒔

Peer pressure 

Available cash 

Increased access to 

alcohol 

Poor monitoring 

systems 

𝐴𝑙𝑐𝑜ℎ𝑜𝑙𝑖𝑠𝑚
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Figure G3: Model of interactions between factors adapted from ICAP (2009) 
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Appendix H.  Typical results of model fitting.  

 

     Factor                 Estimate Std. Error z value Pr(>|z|)     

factor(PERIOD)0    0.3365     0.5855   0.575  0.56554     

factor(PERIOD)1   -1.0986     0.3651  -3.009  0.00262 **  

factor(PERIOD)2   -1.8281     0.3591  -5.091 3.57e-07 *** 

factor(PERIOD)3   -2.4756     0.3471  -7.133 9.83e-13 *** 

factor(PERIOD)4   -2.3026     0.2803  -8.215  < 2e-16 *** 

factor(PERIOD)5   -3.0540     0.3236  -9.438  < 2e-16 *** 

factor(PERIOD)6   -3.0301     0.3238  -9.359  < 2e-16 *** 

factor(PERIOD)7   -2.9565     0.2845 -10.393  < 2e-16 *** 

factor(PERIOD)8   -3.1931     0.3076 -10.379  < 2e-16 *** 

factor(PERIOD)9   -3.3282     0.3393  -9.810  < 2e-16 *** 

factor(PERIOD)10  -3.2611     0.2826 -11.539  < 2e-16 *** 

factor(PERIOD)11  -3.4063     0.2819 -12.083  < 2e-16 *** 

factor(PERIOD)12  -3.5020     0.3060 -11.444  < 2e-16 *** 

factor(PERIOD)13  -3.8686     0.3572 -10.830  < 2e-16 *** 

factor(PERIOD)14  -3.7471     0.3199 -11.712  < 2e-16 *** 

factor(PERIOD)15  -4.0518     0.4118  -9.840  < 2e-16 *** 

factor(PERIOD)16  -3.8395     0.3196 -12.013  < 2e-16 *** 

factor(PERIOD)17  -4.0452     0.3566 -11.343  < 2e-16 *** 

factor(PERIOD)18  -4.6559     0.4493 -10.362  < 2e-16 *** 

factor(PERIOD)19  -4.6603     0.5801  -8.034 9.44e-16 *** 

factor(PERIOD)20  -4.9813     0.5793  -8.598  < 2e-16 *** 

factor(PERIOD)21  -4.0839     0.3565 -11.455  < 2e-16 *** 

factor(PERIOD)22  -4.5721     0.5026  -9.097  < 2e-16 *** 

factor(PERIOD)23  -4.9628     0.5794  -8.566  < 2e-16 *** 

factor(PERIOD)24  -4.8853     0.5795  -8.430  < 2e-16 *** 

factor(PERIOD)25  -4.4705     0.4498  -9.940  < 2e-16 *** 

factor(PERIOD)26  -4.5850     0.5803  -7.901 2.76e-15 *** 

factor(PERIOD)27  -4.0073     0.5045  -7.943 1.98e-15 *** 

factor(PERIOD)28  -4.6102     0.7106  -6.488 8.72e-11 *** 

factor(PERIOD)29  -5.0999     0.7093  -7.190 6.46e-13 *** 

factor(PERIOD)30  -5.5094     1.0020  -5.498 3.84e-08 *** 

factor(PERIOD)31  -4.1431     0.7127  -5.813 6.12e-09 *** 

factor(PERIOD)32  -4.8752     1.0038  -4.857 1.19e-06 *** 

factor(PERIOD)33  -4.3610     0.5810  -7.506 6.11e-14 *** 

factor(PERIOD)34  -4.2341     1.0072  -4.204 2.63e-05 *** 

factor(PERIOD)35  -4.6728     1.0047  -4.651 3.30e-06 *** 

factor(PERIOD)36  -5.3982     1.0023  -5.386 7.20e-08 *** 

factor(PERIOD)37  -3.9053     0.5831  -6.697 2.13e-11 *** 

factor(PERIOD)38  -4.1589     0.5818  -7.148 8.82e-13 *** 

factor(PERIOD)39  -3.3673     0.5085  -6.621 3.56e-11 *** 

factor(PERIOD)40  -2.7344     0.4615  -5.925 3.13e-09 *** 

factor(PERIOD)41  -3.1864     0.4564  -6.982 2.91e-12 *** 

factor(PERIOD)42  -3.7377     0.7155  -5.224 1.75e-07 *** 

factor(PERIOD)43  -4.4659     1.0057  -4.440 8.98e-06 *** 
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factor(PERIOD)44  -2.6391     0.5976  -4.416 1.01e-05 *** 

factor(PERIOD)45 -16.5661   353.7936  -0.047  0.96265     

factor(PERIOD)46  -4.5326     1.0054  -4.508 6.53e-06 *** 

factor(PERIOD)47  -3.8501     0.7146  -5.388 7.13e-08 *** 

factor(PERIOD)53  -3.9703     1.0094  -3.933 8.38e-05 *** 

factor(PERIOD)54  -3.9890     1.0092  -3.953 7.73e-05 *** 

--- 

Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 

 

(Dispersion parameter for binomial family taken to be 1) 

 

    Null deviance: 16295.9  on 11755  degrees of freedom 

Residual deviance:  2334.3  on 11705  degrees of freedom 

AIC: 2434.3 

 

Number of Fisher Scoring iterations: 15 
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Appendix J: Results of fitting glm model for age at year of diagnosis   

Deviance Residuals:  

    Min       1Q   Median       3Q      Max   

-1.8930  -0.0152  -0.0152  -0.0152   4.2578   

 

Coefficients:  

 Estimate Std. Error z value Pr(>|z|)     

years.diagnosis1

0 

-17.5661 2797.4419 -0.006 0.994990     

years.diagnosis1

1 

-17.5661 1318.7268 -0.013 0.989372     

years.diagnosis1

2 

-17.5661 688.6826 -0.026 0.979651     

years.diagnosis1

3 

-17.5661 548.6235 -0.032 0.974457     

years.diagnosis1

4 

-3.1781 0.5893 -5.393 6.92e-08 *** 

years.diagnosis1

5 

-3.9703 0.7137 -5.563 2.66e-08 *** 

years.diagnosis1

6 

-4.7185 1.0045 -4.698 2.63e-06 *** 

years.diagnosis1

7 

-3.2809 0.4555 -7.202 5.92e-13 *** 

years.diagnosis1

8 

-3.9640 0.5828 -6.802 1.03e-11 *** 

years.diagnosis1

9 

-2.1001 0.2497 -8.410 < 2e-16 *** 

years.diagnosis2

0 

-2.5366 0.3132 -8.099 5.56e-16 *** 

years.diagnosis2

1 

-2.9178 0.3630 -8.038 9.11e-16 *** 

years.diagnosis2

2 

-3.1282 0.4171      -7.500 6.38e-14 *** 

years.diagnosis2

3 

-2.5719 0.3128      -8.222 < 2e-16 *** 

years.diagnosis2

4 

-2.3671 0.3019 -7.841 4.48e-15 *** 

years.diagnosis2

5 

-2.0065 0.2663 -7.536 4.86e-14 *** 

years.diagnosis2

6 

-2.9293 0.3879 -7.551 4.32e-14 *** 

years.diagnosis2

7 

-3.1527 0.4567      -6.904 5.06e-12 *** 

years.diagnosis2

8 

-2.0794 0.2942 -7.069 1.56e-12 *** 

years.diagnosis2

9 

-1.8718 0.2871 -6.520 7.03e-11 *** 

years.diagnosis3

0 

-1.2809 0.2528 -5.068 4.03e-07 *** 

years.diagnosis3

1 

-1.6422 0.3154      -5.207 1.92e-07 *** 

years.diagnosis3

2 

-1.9459 0.3780      -5.148 2.63e-07 *** 

years.diagnosis3

3 

-1.3218 0.3249      -4.068 4.74e-05 *** 

years.diagnosis3

4 

-2.3273 0.5238      -4.443 8.88e-06 *** 
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years.diagnosis3

5 

-1.2528 0.3586     -3.494 0.000476 *** 

years.diagnosis3

6 

-2.6027 0.5182     -5.023 5.10e-07 *** 

years.diagnosis3

7 

-1.6864 0.4869     -3.464 0.000533 *** 

years.diagnosis3

8 

-1.7492 0.5417      -3.229 0.001243 ** 

years.diagnosis3

9 

-1.5581 0.5501     -2.832 0.004620 ** 

years.diagnosis4

0 

-0.3185 0.4647      -0.685 0.493125     

years.diagnosis4

1 

-0.5596 0.6268       -0.893 0.371944     

years.diagnosis4

2 

-1.7918 1.0801 -1.659 0.097147 .   

years.diagnosis4

3 

-17.5661 1615.104 -0.011 0.991322     

years.diagnosis4

4 

1.6094 1.0954 1.469 0.141776     

years.diagnosis4

5 

-17.5661 3956.1803 -0.004 0.996457     

years.diagnosis4

6 

-17.5661 3956.1803 -0.004 0.996457     

years.diagnosis4

7 

-17.5661 3956.1803 -0.004 0.996457     

years.diagnosis4

8 

-17.5661 3956.1803 -0.004 0.996457     

years.diagnosis4

9 

-17.5661 3956.1803 -0.004 0.996457     

years.diagnosis5

0 

-17.5661 3956.1803 -0.004 0.996457     

years.diagnosis5

1 

-17.5661 3956.1803 -0.004 0.996457     

years.diagnosis5

2 

17.5661   3956.1803 0.004 0.996457     

years.diagnosisC -9.0644 1.0001 -9.064 < 2e-16 *** 

--- 

Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 

 

(Dispersion parameter for binomial family taken to be 1) 

    Null deviance: 15850.9  on 11434  degrees of freedom 

Residual deviance:  1471.3  on 11390  degrees of freedom 

AIC: 1559.3 
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Appendix K: First publication emanating from this study 
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Appendix L: Second publication based on this research   
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Appendix M: Permit to conduct this research   

 

  


